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Abstract

Here we present a multi-objective optimization approach for the design of microchip based separation
systems solved using distributed agents. We develop Pareto-optimal design curves and compare these to
experimentally derived designs found in the literature.
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Introduction

The miniaturization of chemical processes onto mi-
crochip devices is a promising new field for the application
of Process Systems Engineering methods. Miniaturized de-
vice capabilities for chemical sensing and analysis have pro-
gressed a great deal since their inception in the early 1990’s
(Maluf, 2000).

A particularly interesting subset of these devices is a Lab
on a Chip (LoC) or micro total analysis system (Reyes et al.,
2002). These devices represent the miniaturization and in-
corporation of macroscale equipment found in an analytical
chemistry laboratory onto a single miniaturized device. LoC
devices have many benefits including reagent economy, ease
of automation, disposability, high speed, and improved ac-
curacy (Lacher et al., 2001). Fabrication advances adapted
from semiconductor manufacture allow LoC devices to be
made quickly and inexpensively. LoC technology is of par-
ticular interest in the life science and biomedical commu-
nities for applications in genomics, proteomics, and com-
binatorial chemistry where high throughput and accuracy
are required. However, no formal methodology exits for the
systematic synthesis of LoC devices.

Currently, researchers develop designs through the use
of laboratory experiments, numerical simulations, or analyt-
ical solutions to PDE-based phenomenological descriptions.
However, iterative design of even relatively simple layouts
using laboratory experiments or numerical simulations may
take weeks or months. Analytical solutions to PDE models
are typically specific to a single geometric structure and are
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not extendable to complete systems.
In our approach, we address the trade-off between op-

timal design within compact areas and designs resulting in
minimal area. We have chosen an agent-based optimiza-
tion strategy (Siirola et al., 2003b) for the optimal design of
LoC devices. This strategy leverages collaboration among
diverse algorithms operating in a distributed computing en-
vironment to solve difficult optimization problems. This
approach is particularly applicable for LoC synthesis due
to the multi-modality of the phenomenological models and
the non-smooth, often discrete nature of the geometric con-
straints that are necessary to maintain device connectivity,
minimize device dimension, and prevent device component
overlap. With this method, we can effectively shorten de-
sign cycles to only hours or days.

Capillary electrophoresis (CE) is an example separation
technology that has been successfully demonstrated in LoC
devices to separate many important biological molecules
and inorganic compounds (Lacher et al., 2001). Currently
designers of chip-based CE systems have focused on devel-
oping feasible separation systems within a given chip area
and have not explicitly addressed the minimization of de-
vice area. Minimizing device area is important because it
allows for the development of devices that have increased
functionality per unit size, novel configurations and appli-
cations, and reduced power consumption. Here we formu-
late and solve a multi-objective problem in which separation
performance is maximized while device area is minimized.
We are able to generate design curves that clearly show the
trade-offs between these two objectives. We will illustrate
the potential of our technique by developing design curves



for a common chip-based CE system found in the literature.

Background and Theory

Electrophoretic separation occurs because of the differ-
ential transport of charged species in the presence of an elec-
tric field. As an analyte mixture travels through an elec-
trophoretic channel, the species within the mixture sepa-
rate into bands according to their electrophoretic mobilities.
All the while this separation is occurring, the species bands
are broadening or dispersing due to factors such as diffu-
sion, geometry, Joule heating, adsorption, and electro mi-
gration (Gas and Kenndler, 2000). A performance metric
that represents the ratio of the distance between the centers
of two adjacent bands to the amount they have dispersed is
termed resolution (R). Another common separation perfor-
mance metric is plate number (N). These metrics indicate
better performance as they increase and are not independent
(N ∝ R).

In traditional CE, when an increase in separation perfor-
mance is required, the separation channel is made longer.
However, long channels can only be made to fit on a mi-
crochip by adding turns to the design, which results in a
phenomena called turn induced dispersion. The amount of
turn induced dispersion depends on the radius of curvature
and the flow regime of species within the turn (Culbertson
et al., 1998). Turn induced dispersion results from differ-
ences in the velocity and electric fields that particles within
the band experience from the inner radius to the outer ra-
dius of a turn. Furthermore, turns influence the downstream
dispersion of species bands by skewing their concentration
distribution. The topology of a design, or interconnectivity
of channel sections, can be shown to have a significant im-
pact on the performance of a design (Pfeiffer et al., 2003).
Two common topologies found in the literature are the ser-
pentine (Jacobson et al., 1994) and spiral (Culbertson et al.,
2000) topologies. We will focus on the serpentine topology
as it represents a more difficult layout optimization problem
and compare the results of our methods to an experimentally
derived serpentine design.

Design Methodology

The goal of this work is to create a method for obtain-
ing a set of Pareto-optimal designs that allow a designer to
choose the best topology and operating conditions for a par-
ticular application. Our methodology consists of a simula-
tion engine for microchip-based CE, a multi-objective prob-
lem formulation that addresses both minimum device area
and maximum separation performance, and an agent based
optimization strategy to simultaneously determine optimal
device layout and operating conditions. With this approach,
we are able to develop Pareto-optimal design curves in a
matter of hours.

Simulation Engine

The interactions between channel geometry, topology,
and system performance require an efficient and physically

accurate means of evaluating alternative designs. We have
done this through the creation of a simulation engine for
chip based electrophoretic separation systems. The simula-
tion engine can be used to quickly evaluate a specific chan-
nel topology with given operating conditions and species
physical properties.

The concept behind the channel simulation engine is
that any channel system can be decomposed into a set of
component pieces or sections. Each of these sections con-
tains an algebraic model combined with logic that captures
how bands travel and disperse within that section. The phe-
nomenological models used are highly accurate algebraic
reduced order component models (Wang et al., 2003). At
present, we divide channel systems into straight sections,
turns, injectors and detectors. An electrophoretic channel
system can be simulated by piecing the channel sections to-
gether to produce the desired channel topology. We are cur-
rently able to construct the vast majority of the topologies
in the literature.

[∆X, ∆Y, R, N ] = SIMULATOR(L, V, types) (1)

Equation 1 is a simplified representation of the simulator
which shows the information relevant to the current prob-
lem. The simulator takes in a vector of channel lengths, L,
the operating voltage, V, and a string containing the chan-
nel section types (i.e. turns, straights, detector etc.). Ad-
ditionally, the simulation has information about species and
buffer properties and channel geometry. The vector of chan-
nel lengths and the section types define the system topology.
This information, along with the operating voltage and sys-
tem physical properties is used to determine the objectives
of interest; device dimensions, ∆X and ∆Y , a combinatoric
matrix of resolutions, R, and the vector of plate numbers, N.

The calculation of device dimensions is a topic that re-
quires some attention as this calculation has the potential
to hinder gradient based optimization. The ∆X and ∆Y

dimensions of a design represent the minimum rectangular
bounding box for that design. Depending on the perturba-
tions produced by a particular gradient based optimizer, sec-
tions may or may not contribute to a change in the overall
design dimensions. Consequently, the gradient of device
area is discontinuous. However, our agent system is not un-
duly hindered by this problem.

Formulation

The design problem can be represented as the following
non-linear program (NLP):

min Areai = ∆X ·∆Y ∀i = NSL . . .NSU (2)

s.t. Rj,k ≥ Rspec ∀ j, k = 1... NC (3)
Nj ≥ Nspec ∀ j = 1... NC (4)

∆Lj,k ≥ (PSD) ∀ j, k = 1... NC (5)
∆X ≤ ∆Xspec (6)
∆Y ≤ ∆Yspec (7)



bounds 0 ≤ V ≤ Vmax (8)
w ≤ Ls ≤ ∆Xspec (9)

π · w · (TR) ≤ Lt ≤
π∆Yspec

2
(10)

For a given topology and number of channel sections, j,
between the upper and lower bounds on section number
([NSL, NSU ]) the area is minimized subject to constraints
on resolution, peak separation distance, and plate number as
well as constraints on the available area for design (∆X and
∆Y ). The design variables are also bounded (Eq. 8-10) to
be physically reasonable values.

To study the relationship between design area and op-
timal separation, we reformulate the single-objective NLP
into a multi-objective problem by converting the constraint
on either resolution or plate number (Eq. 3 and 4, respec-
tively) into a second optimization objective (Eq. 12).

min F (x, P ) = ∆X ·∆Y

+ P ·

m
∑

i=1

[

min (0, ci(x))
]2 (11)

min







R(x)
or

N(x)

←

←

SIMULATOR(x, types)

SIMULATOR(x, types)
(12)

The current library of optimization agents can not explic-
itly model constraints other than simple bounds on deci-
sion variables. Consequently, the violation of the constraints
(Eq. 5-7) are added to the design area as a penalty term (Eq.
11). At the solution, F is very nearly the area of the design
and the discrepancy can be reduced by choosing a larger
value of P .

Agent Based Optimization

Multi-agent systems are an emerging computing
paradigm wherein multiple independent and autonomous
software entities, termed agents, interact through a common
environment in either a competitive or cooperative manner.
Theory and experience suggest that agent systems can ef-
fectively integrate heterogeneous algorithms into a single,
cohesive system that can operate effectively on a distributed
platform. Further, in addition to being scale-efficient, agent
systems have been shown (Siirola et al., 2003a) to exhibit
synergistic properties; that is, the system as a whole can
outperform the sum of its parts.

In this application, our agent system is composed of a
set of 8 single-objective optimization algorithms (4 work-
ing on each objective), 6 multi-objective optimization algo-
rithms, 1 heuristic algorithm, and 4 meta-algorithms. The
algorithms interact by sharing intermediate and final solu-
tions to the problem through a central shared memory of
problem solutions. Whereas the optimization and heuristic
algorithms attempt to directly solve the problem by gener-
ating new solutions, the meta-algorithms work on the agent
system itself by managing the shared memory system and
the computational resource allocation policies. Individual
agents operate autonomously, and multiple instances of any
agent may be executing at any point in time. The agent
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Figure 1. Comparison of Pareto fronts from Agent system
and NLP iteration (17 section serpentine)
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Figure 2. Schematic of Serpentine by Jacobson et al. (1994)

system ran using 32 processors on our in-house distributed
cluster.

We validated the agent system on a 17-section serpen-
tine topology. Figure 1 shows that the resulting Pareto sur-
face agrees well with an approximate Pareto front formed by
10 single solutions to the original NLP. Further, the agent
system was able to produce a substantially more complete
surface in an equivalent amount of time.

Serpentine Design Study

Jacobson et al. (1994) present a 41 section serpentine de-
sign that fits within a 1cm x 1cm area (Fig. 2). We are not
considering the 90o turns at the beginning and end of the de-
sign in our study. The chemical species to be separated are
the standard dyes rhodamine B and sulforhodamine (SHA)
within a sodium tetraborate mobile phase. Species’ physical
properties were derived from results presented in the article.
Table 1 lists some of the important design features and data.

Figure 3 shows the design curve of area versus plate



Table 1. Serpentine Design Data (extracted from Jacobson
et al. (1994))

Parameter Values
Actual Design Area 57mm2

(7.0mm× 8.1mm)
Total Separation Length 165mm

Channel Width 90µm

Channel Depth 10µm

Applied Electric Field 170V cm−1

Applied Voltage (over 165mm) 2.8kV

Maximum Available Voltage 4.4kV

Number of Plates (@165mm) NRB = 38100
NSHA = 29000
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Figure 3. Pareto front for 41 section serpentine design

number for SHA generated by the agent system using the
specifications in Table 1. The asterisk (*) represents the ex-
perimental design generated by Jacobson et al. (1994). We
have generated over 5500 designs in under 24 hours that
span the full feasible range of areas and corresponding plate
numbers. From Fig. 3 it is evident that the design could
be reduced to about 30mm2 while still maintaining a plate
number greater than or equal to the experimental design.

An interesting feature of both Fig. 1 and 3 is the signif-
icant change in slope between region 1 and region 2 of the
curve. This change takes place because of a shift in the ratio
of total length in straight sections to total length in turns. In
region 1, area increases due to an increase in straight section
length alone while all turns are maintained at their minimum
radius. In region 2, turn length increases until the entire al-
loted design area is filled.

Conclusion

We currently have the ability to produce Pareto-optimal
design curves for serpentine and spiral topologies in only
a matter of hours. This allows us to fully and efficiently
explore the trade-offs between the conflicting goals of sep-
aration performance and device area. Our method produces
a range of designs and the appropriate operating conditions

for a given topology.
In the future, we will investigate the formulation of

variable, hybrid and integrated system topologies including
multiple systems on a single chip. We will also investi-
gate the incorporation of the world to chip interface, mix-
ing, and reaction. To handle this new challenge, the agent
system will be improved to include explicit constraints on
variables and the ability to concurrently solve multiple for-
mulations of the same problem. These improvements will
enable faster convergence of individual agents, the possibil-
ity of mixed integer formulations, and the incorporation of
additional heuristic agents.
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