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IBM is now building its second generation of  powerful supercomputer, the BlueGene/P, a machine that remains the most energy-efficient and space-saving computing package ever built.

Brute Power for New Discoveries

This system enables science and commercial supercomputing to attack vital problems in ways never before possible – modelling an entire human organ to determine drug interactions, allowing drug researchers to simulate clinical trials on 27 million patients in one afternoon using just a sliver of the machine’s full power.

The system is usually 100000 times more powerful than a home PC and can process more operations in one second than the combined power of a stack of laptop computers nearly 1.5 miles high.

Moreover, a new group of commercial users will be able to take advantage of its new, simplified programming environment and unrivalled energy efficiency: for example, after an initial design targeted to the fundamental chemical research, IBM is beginning to see huge interest for BlueGene in the energy and finance industry.

A Green Design Ahead of its Time

The BlueGene was born from a visionary IBM initiative to develop a hugely scalable and highly reliable scientific computing platform. Designers sidestepped two key constraints on state-of-the-art supercomputing: power usage and space requirements.This machine was purpose-built to fit in smaller spaces and use less electricity than other systems: the current BlueGene/P is at least seven times more energy efficient than every other available solution.
The influence of BlueGene’s energy efficient design and computing model –once considered exotic- can be now seen everywhere in the industry where people have attempted to lower energy use and get performance enhancements. This original design uses many small, low-power embedded chips each connected through five specialized networks inside the system.

Efficiency far Ahead on Applications
We can illustrate the results users can achieve with the well-known AVBP application developed now for more than 10 years at Cerfacs and partners IFP, EM2C and IMFT. This LES simulation application has been developed from the beginning to massively scale in parallel using the MPI library. It is widely used by Research Centers (EM2C, IMFT, IRPHE, Univ. Montpellier, Univ. Jussieu, Univ. Belfast, Univ. Zaragossa, Univ. Twentee) and Industrials (Snecma, Turbomeca, Siemens, Alstom, EDF, GDF, Air Liquide, Peugeot, Ferrari, ONERA, IFP).
AVBP needs a lot of CPU because it solves long multi-physics simulations over extended domains under the users pressure to reduce time to solution. This application definitely needs a new level of performance to rely on ! 

A full combustion chamber has been out of reach of usual Computational Fluid Dynamic Tools for years. AVBP was used on BlueGene on high-resolution meshes in order to compute ignition and flame propagation in the combustor of a turboshaft engine fully modelled with 40 millions of cells.

An IBM/Cerfacs collaboration permitted first world result on LES computation of this size (full 40M of cells) with tremendous efficiency on IBM Watson Research Center BlueGene: 4078 speedup on 4096cpus and 4770 on 5120cpus.
