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Abstract

This work addresses the challenge of combining the proactive and reactive scheduling approaches for enhanced management of chemical multiproduct batch plants under uncertainty. First, a reactive MILP continuous-time scheduling model is adopted from previous contributions [1]. Afterwards, in order to make feasible the comparison between reactive and proactive approaches, the former model is appropriately reformulated into an equivalent proactive scheduling model. Both approaches are compared through several case studies in order to shed light on their specific features by using a performance criterion that provides quantitative measures of their respective efficiency. From this comparison originates the development of a new scheduling approach which aims to take advantage of the major assets of these two different scheduling approaches dealing with uncertainty. The resulting scheme endeavors to tackle unforeseen events more efficiently and to improve the decision-making process in the scheduling of chemical multiproduct batch industries. Future work will focus on validation and further improvement of the proposed strategy.
Keywords: reactive scheduling, proactive scheduling, multiproduct batch plants, uncertainty, MILP  model
1. Introduction
Scheduling is a critical decision-making procedure in chemical process industries. Its vital role in the performance of the whole supply chain network is strongly emphasized by a large number of authors. Chemical process industries are dynamic in nature and, therefore, different kinds of unexpected events, such as equipments breakdowns, changes in processing and/or setup times, inadequacy of raw materials, due date modifications, order cancellations and price changes, occur quite frequently. Underestimating uncertainty and its impact can lead to decisions that neither safeguard a company against threats, nor take advantage of eventual opportunities that higher levels of uncertainty may provide [2]. Therefore, deterministic studies considering nominal plant operating conditions and production capacity during the whole time horizon are not the most appropriate to deal with the real scenario.

Nowadays, two approaches are mainly used to deal with uncertainty in process industry environments: proactive and reactive scheduling. Proactive scheduling allows to fully exploit the flexibility of the process and, consequently to meet production goals to a higher degree. However, it requires information to characterize the uncertainty and incorporate it into the scheduling process. Additionally, it disregards the possibility to react to new information in the future, thus reducing the optimization capabilities [3]. As a result, if the revealed uncertainty is not taken into account in the initial representation then significant disturbances and infeasibilities may appear in scheduling process thus affecting the performance and the effectiveness of the whole supply chain entity. On the other hand, reactive scheduling modifies the predictive schedule to adjust it to changes to production environment. Uncertainty is dealt on-line and scheduling decision-making is based on updated plant information; however, this is not always possible. In some cases, operations are not flexible enough to adapt the process to the proposed changes. Moreover, it entails an additional computing cost, and the use of sophisticated optimization methods which are still limited.

Most of the literature considers only one of the aforementioned approaches at a time, and little research is focused on their integration. Therefore, combining reactive scheduling and an approach that accounts for uncertainty can be a promising direction [4]. The aim of this work is to encompass both methods and compare their effectiveness to deal with uncertainty thus suggesting a hybrid proactive-reactive approach. This work proceeds as follows. First, a reactive model is derived from that proposed by Méndez and Cerdá [1]. Secondly, the proactive equivalent formulation is generated. Next, a more realistic new evaluation criterion is defined. Then, two case studies are presented and their results analyzed. Finally, the proposed solution approach considering the integration of both reactive and proactive models is described and evaluated.

2. Reactive MILP model

In this section, the reactive scheduling model used in this work is presented. This model represents a modified version of the MILP continuous-time formulation previously published [1]. Unit reallocation and resequencing of orders are both permitted. The assignment constraints Eq.(1) must be posed for those orders that can be reassigned (IA). Moreover, timing constraints Eq.(2) to Eq.(5), must be met by orders that can be either reassigned (IA) or resequenced (IS). In addition, sequencing constraints among the different kind of orders must be established: Eq.(6) to Eq.(12). Finally, the objective function is defined by Eq.(13).
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3. Proactive MILP model

This section contains the proposed proactive MILP scheduling model equivalent to the already presented reactive model. Uncertain processing times, unit set-up times and breakdown time points and durations are taken into account. This is a two-stage scenario-based model, whose first-stage variables belong to allocation and sequencing, and second-stage are processing times. Moreover, an additional second-stage binary variable, Vbis, is introduced, in order to consider those orders to be processed after a breakdown occurs. Assignment constraints and timing constraints are given by Eq.(14) and Eq.(15), respectively. The finishing times constraints are given by Eq.(16) and Eq.(17); the same pair of constraints, here omitted due to space limitations, should be applied for starting times as well. Finally, Eqns.(18) and (19) are sequencing constraints. The considered objective function is the same as in the previous model.
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4. Evaluation criterion

Proactive and reactive scheduling approaches are two different strategies aimed at dealing with unexpected events in the plant. In this work, an evaluation criterion is established in order to make feasible the aforementioned comparison. The proposed metric consists of a combination of the already stated objective function, OF, plus a rescheduling cost, weighted by the plant operational cost. Therefore, the evaluation criterion metric is given by Eq.(20).
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The total starting time deviation of all batches from the original schedule, which was first considered as a schedule stability measure by Wu et al [5], is given in Eq.(21).
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The reallocation cost is defined as the product of the number of reallocated orders and a weighting fraction, γ, of the OF value.
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5. Case studies

An example taken from Pinto and Grossmann [6] is used as the case study. A total of 15 single-stage orders and 4 processing units are considered. Regarding the proactive approach, a total of 45 scenarios taken by Monte Carlo sampling, with the same probability of occurrence, with 5 different processing times, 3 set-up times, and 3 breakdown time points, Tb, of different duration, Trb, in a given unit are considered. The mathematical models have been implemented in GAMS 22.3, CPLEX (9.0).
It is assumed that an unexpected event unveils along the time horizon. If the proactive schedule results infeasible, the right-shifting policy is applied to it. This schedule is compared with the reactive one for the nominal scenario. Both schedules are compared in terms of the proposed evaluation criterion, Eq.(20) excluding operational costs for the sake of simplicity.
Two main cases are presented. Firstly, the unveiled uncertainty is considered in the scenarios of the proactive approach (Table 1); secondly, uncertainty unveils partially out of the considered range (Table 2).
	Scheduling 

Approach
	Tb = 12+3
	Tb = 19+4
	Tb = 22+2

	
	OF
	DTs
	RC
	CReval
	(%)
	OF
	DTs
	RC
	CReval
	(%)
	OF
	DTs
	RC
	CReval
	(%)

	Proactive +

Rightshifting
	4.1
	5.1
	-
	9.2
	-2.0
	28.5
	8.1
	-
	36.6
	-14.9
	36.5
	9.6
	-
	46.1
	3.7

	Reactive
	3.7
	5.3
	0.4
	9.4
	
	27.2
	10.4
	5.4
	43.0
	
	28.7
	10.1
	5.7
	44.5
	


Table 1. Example with unveiled uncertainty considered in the proactive scenarios.
	Scheduling 

Approach
	Tb = 11+6
	Tb = 20+5
	Tb = 25+4

	
	OF
	DTs
	RC
	CReval
	(%)
	OF
	DTs
	RC
	CReval
	(%)
	OF
	DTs
	RC
	CReval
	(%)

	Proactive +

Rightshifting
	4.1
	6.7
	-
	10.8
	14.2
	48.5
	12.1
	-
	60.6
	6.3
	28.5
	5.3
	-
	33.9
	67.5

	Reactive
	3.7
	5.3
	0.4
	9.4
	
	37.2
	12.3
	7.4
	57.0
	
	13.6
	3.9
	2.7
	20.2
	


Table 2. Example with unveiled uncertainty beyond the range of the proactive scenarios.
Results for the first case are shown in Table 1. The reactive model objective function has a lower value than that obtained from the proactive approach. This stems from the fact that unit reallocation is allowed in the reactive model; which permits further improvement in the objective function. In case the uncertainty unveils in the time range of the proactive model scenarios, it seems that the closer to the beginning of the time horizon the uncertainty unveils, the better evaluation criterion values in the proactive approach. However, the closer to the end of the time horizon, the better the reactive model schedules performs.
If uncertainty is not in the range of the proactive model scenarios (Table 2), the reactive approach gives better evaluation criterion values in all cases. The last scenario in Table 2 is an extreme case and demonstrates the superiority of the reactive model (a 67,5% better) if the uncertainty takes place very close to the end of time horizon (Fig. 1). 

[image: image25]
Figure 1. Unveiled uncertainty at time point 25 days.

6. Proactive-Reactive control scheme

In order to combine the proactive and reactive scheduling approaches, a proactive-reactive control scheme is proposed in Fig. 2, based on the results obtained in the previous sections. The aforementioned scheme aims to encompass the advantages of both approaches.
It has been assumed that only one unexpected event takes place in the whole time horizon. The algorithm starts by solving the proactive model and applying the resulting schedule into the plant. Then it performs the schedule and, along the time horizon, it checks if an uncertainty unveils. If not, the algorithm ends; otherwise, it checks whether the uncertainty is contained into the proactive model scenarios. If so and the current schedule is feasible, it goes on performing the initial schedule. In case that the current schedule is unfeasible, right-shifting is applied and the result is sent to the plant. If the unveiled uncertainty is not considered in any proactive model scenario, then the reactive model is solved using as objective function the evaluation criteria previously proposed. Therefore, the reactive approach results are closer to the reality because they take into account the cost of deviation from initial times and the cost of reallocation. The obtained schedule is sent to the plant, and simultaneously, the proactive model with the new objective function is solved again for a time period TPR ahead of the time point where the reactive schedule is applied. This TPR is selected according to the complexity of the problem. The proactive model excludes the orders that have already begun processing according to the already implemented reactive schedule. Finally, the reactive and the new proactive schedules are compared, and the best model is chosen according to the decision-making procedure of keeping the reactive model or changing it with the new proactive one.
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Conclusions

In this work, a comparison between proactive and reactive approaches has been carried out in terms of a new proposed evaluation criterion that considers earliness and tardiness, as well as rescheduling costs. This cost takes into account the total deviation from initial starting times and a batch reallocation cost which is proportional to the objective function. According to the presented case studies, the further from initially considered values uncertainty unveils, the better the reactive schedule performs according to the evaluation criterion. On the contrary, if uncertainty unveils as forecasted, and early in the time horizon, the best choice is the proactive approach. Future work will be focused on the validation and further improvement of the proactive-reactive control scheme.
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Figure 2. Proactive-reactive scheme
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