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Abstract 

Regarding CAPE tools, a moving from modular oriented, which is currently the 
most widely used technique, to Equation-Oriented (EO) is clear. One of the key 
advantages of the EO approach is that the effort spent in model development is 
minimized by reusing the models in several different tasks, for instance: 
simulation, optimization, and data reconciliation. EO tools support the 
implementation of models to a large extent, however there is almost no 
assistance in the model development process. In this work the currently 
available methods for detecting inconsistencies in system of equations coming 
from both static and dynamic models are reviewed and extended. The proposed 
algorithm is scalable for large problems and is a promising diagnosis tool to 
spread the usage of EO dynamic simulators. Finally, it is presented how these 
techniques scale for complex problems. 
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1. Introduction 

The current process simulators may roughly be classified into two groups: 
modular and equation-oriented [1]. In the present work this distinction is not 
referred to the model building tool but to the method employed to obtain the 
solution. 
In modular tools the models of process units are pre-coded in a programming 
language by a modelling expert and incorporated in a model library. The end 
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user selects the models from the library and connects them to form the plant 
model. The incorporated chemical engineering knowledge as well as the model 
structure are largely fixed and not accessible [6]. 
In equation-oriented (EO) or equation-based implementations the equipment 
models are written in some descriptive or modelling language and usually are 
opened for visualization and extension. These models share with the plant 
model their equations and not only their numerical solution. As a consequence, 
the implementation of unit models is independent of any particular application 
or algorithm that may be used for their solution. Recognition of potential 
benefits of EO technology has led to the development of several tools. 
Examples of implementations are gPROMS [7] and EMSO [10]. 
On the other hand when using an EO tool the user needs to have at least a 
minimal knowledge of the model internals in order to estimate which variables 
can be fixed to close the degrees of freedom. For dynamic models the situation 
can be even worst because the same problems appear for the initial conditions. 
From the end user perspective, these aspects makes EO simulators harder to use. 
In this work, methods for diagnosing ill-posed models coming from EO tools 
are reviewed and extended. Making an analogy with software development, the 
methods which aid to detect and remove problems of the models are called 
debug. 

2. Nonlinear Systems 

Nonlinear algebraic (NLA) equations appear in the solution of steady-state 
simulations of EO simulators. Using graphs [3] the NLA system Eq. (1) can be 
drawn as the bipartite graph shown in Fig. 1 [2]. 
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Fig 1. Graph for the NLA system Eq. (3) (a) and one maximum matching for it (b). 

As can be seen in Fig. 1 (a) the values or form of the functions in Eq. (1) are 
irrelevant, only the relation equation-variable is considered. 
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2.1. Debugging NLA Systems 

Even systems with zero degrees of freedom still can be inconsistent, this is the 
case of Eq. (1). Using a maximum matching algorithm [9] the structural 
singularity of the system can be easily checked. One maximum matching 
association for Eq. (1) can be seen in Fig. 1 (b). In this figure, the edges which 
are part of the matching are shown in bold and nodes not covered by the 
association are marked. If a maximum matching association includes all 
variables and all equations (a perfect matching) then the system is structurally 
non-singular. 
As can be seen the maximum matching check goes beyond degrees of freedom 
analysis. However, it cannot be used as an assistant tool for fixing the problem 
because the source of the problem is still shadowed. One step further can be 
achieved using the DM decomposition [5]. This method canonically 
decomposes any maximum matching into three distinct parts: over-constrained, 
under-constrained, and well-constrained, as shown in Fig. 1 (b). 
From Fig. 1 (b) a debugging tool can conclude that one of the equations {f1, f2, 
f3} need to be removed and one additional equation involving x6 or x7 need to be 
added. Obviously for the end user this kind of message is much more interesting 
than a numerical solution failure. 

3. Differential-Algebraic Systems 

Differential-Algebraic Equation (DAE) systems arise naturally when dealing 
with dynamic simulation in EO tools. Historically the analysis of this kind of 
problem was limited to degrees of freedom and index analysis, see [4, 8, 11]. 
Today, the algorithm developed by Pantelides [8] is the most widely used 
structural analysis technique for DAE problems. The main objective of that 
work was to determine the number of initial conditions required to the 
consistent initialization. In other words, to check the number of dynamic 
degrees of freedom. Unfortunately, as stated in the case of NLA problems, 
debugging requires more than just a degrees of freedom check. 

3.1. New DAE Analysis Algorithm  

DAE systems also can be represented as bipartite graphs. But in the dynamic 
case there are two new concepts: the time derivatives of the variables are also 
considered and the equations can be differentiated inserting new elements into 
the graph. 
The new algorithm for analysis of DAE systems consists in the following steps: 
1. Find a maximum matching association considering only the algebraic 

variables; 
2. If the association includes all equations then the algorithm finished; 
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3. Find a maximum matching association including all variables. If this 
association does not include all equations then the system is singular and the 
algorithm ends; 

4. Differentiate the equations connected with algebraic variables and go back to 
1. 

Unfortunately there is no room for a formal presentation of the algorithm but it 
could be more easily understood with an application. For instance, consider the 
following system of equations: 

)()('' 221 tbxtaxx ==+  (2) 

Applying the first three steps of the algorithm on Eq. (2) the graph shown in 
Fig. 2 (a) is obtained. 
As stated in step 4, equations connected with algebraic variables (marked in Fig. 
2 (a)) need to be differentiated. After the differentiation the algorithm will finish 
on step 2, and the resulting graph can be seen in Fig. 2 (b). 
The main advantage of the new algorithm is that in association with the DM 
decomposition it can be used for debugging purposes. For instance, the under-
constrained partition will reveal all variables which can be supplied as initial 
conditions. Taking the Eq. (2), the under-constrained partition includes only x1. 
Using this information, an EO tool can tell to the end user that the only option 
for this model is to supply an initial value for x1 and the other variables { x1’, x2, 
x2’} are discarded from the initial conditions candidates. 

  
 (a) (b) 
Fig. 2. Graph for Eq. (6) after the first three steps (a) and when the algorithm finishes (b). 

It should be noted that the proposed algorithm always finish while the 
Pantelides algorithm runs indefinitely for some singular problems [8]. 
Furthermore, it can be applied without modifications to analyze high-index 
systems. The equations differentiated by the algorithm can also be used to 
generate index-reduced systems. 

4. Applications 

In order to check how the new algorithm for DAE analysis performs for large 
scale problems a dynamic model for distillation processes was analyzed. This 
model has mass and energy balances for each tray besides thermodynamics and 
hydrodynamics equations. The computational time required to analyze the 
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dynamic model for the separation of isobutane in a mixture of 13 compounds 
with different number of trays can be seen in Table 1. 
 
Table 1. Time to analyze the dynamic model of a distillation column varying the number of trays. 

Trays Variables Time (s) Time/N2 (s.109) 
20 2157 0.04 9.46 
40 3877 0.14 9.58 
80 7317 0.52 9.79 

 
The results shown in Table 1 were obtained in a Pentium M 1.70 GHz with 2 
MB of cache memory running Ubuntu Linux version 6.06. As can be seen in 
that table, the performance is approximately quadratic as are the majority of the 
solution methods. 
Another good result is that the time required by the analysis is very acceptable 
for user interaction. Moreover, the algorithm can be applied incrementally 
adding new equations and variables as the user interacts with the modelling 
environment. This fact can broke the analysis time, making the software more 
responsible to the end user. 
In order to show how sensible the analysis algorithms can be, consider an 
ammonia synthesis process as shown in Fig. 3. 

 
Fig. 3. Ammonia synthesis process diagram. 

A static model with 134 variables for the process in Fig. 3 was constructed. If 
all specifications are supplied correctly the maximum matching algorithm 
finishes with a perfect matching. But if one specification is missing, for instance 
the feed flow rate, then the under-constrained partition will involve 96 
variables. This means that the well-constrained partition covers only about of 
30% of the variables. This large number of fixing options is the major 
deficiency of the presented methods. In order to fix it, heuristic rules for ranking 
the fixing options are being studied. 
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5. Conclusions 

In this work, methods for user assistance when developing models in EO tools 
were presented. Techniques which aid in the location and removal of 
inconsistencies of the models were called debugging methods. For static models 
(NLA systems) consolidated methods were found on the literature and were 
reviewed. Unfortunately, the implementation of these methods is still missing 
on commercial EO tools. 
For the dynamic case (DAE systems) a very less mature context were found. 
Historically, the analysis of such systems was limited to degrees of freedom and 
index analysis. A new method for structural analysis of DAE systems was 
proposed. The key advantage of this method is that it can be used for debugging 
purposes. Furthermore, the algorithms are being incorporated in the EMSO [10] 
process simulator. 
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