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Abstract

For systems with time delay, several control strategies have
been developed, for example, Smith predictor control, IMC
(Internal Model Control), LQG and so on. IMC is one of the
simple design methods for systems with time delay, however,
the above model based controller requires exactly parameter,
including the value of time delay. Time delay systems exist in
the process control and it is difficult for the process system to
make a mathematical model. In order to derive a good closed-
loop property, closed-loop identification is one of the strongly
strategy. This paper deals with experimental results for a cool-
ing temperature control systems with an input time delay by
using a joint design method of closed-loop identification and
IMC. The results show that the closed-loop has good perfor-
mance with easily parameter setting compared with ordinary
PID control.

1 Introduction

Time delay has been common phenomenon to feedback control
systems and it is difficult to control. Smith predictor control is
well known strategy for time delay systems. The scheme is
based on the prediction of the system output of after the time
delay period. LQG for time delay systems and IMC (Internal
Model Control) are also depend on the prediction of the system
behavior.

For the prediction of the system behavior, it is strongly required
to the precise parameters of the plant. In process control sys-
tems such as a chemical process and a temperature control, it
is known that to make a mathmatical nominal model is hard
working. Therefore, a closed-loop identification method is nat-
ural choice for taking care of the closed-loop property.

Recently, some iterative methods of high quality compensator,
which is repeatedly designed with closed-loop identifications,
has been developed [3, 6, 8, 9, 10]. In these methods, a com-
pensator was re-designed by the H2 control on the basis of a
re-identified model derived from the closed-loop identification.
The re-identified model had a closed-loop property and infor-
mation of the last compensator, and the pre information were
used the next design step. We applied these methodology to the

vibration control system [4].

In the case of the iterative design method of IMC structure for
lumped parameter systems, the windsurfer approach is known
[7]. When nominal model and closed-loop property (IMC fil-
ter) are decided, IMC controller is immediately designed with-
out complicated manipulations [11]. The windsurfer approach
uses the fractional representation approach as the closed-loop
identification [12]. IMC has also advantage to use to the pro-
cess control, that is, the closed-loop bandwidth can be easily
set by the only one free parameter.

An iterative design method of LQG for time delay systems has
been developed [2]. At that case, the procedure of lumped pa-
rameter case e.g. [9] could not be applied directly, because of it
needed a spectrum factorization with integral kernel. The prob-
lem was avoided by using the predictive virtual system. How-
ever, it had not only the identification problem but also how to
choose the cost function to apply the control plants.

The application of windsurfer approach for time delay systems
has also some problems. When the IMC structure with the frac-
tional closed-loop identification [12] is used for systems with
an input time delay, the re-identified model is not in the same
class of the input time delay systems and the model can not
be used to design IMC controller directly. This problem was
solved by using the fixed DARX model, which had the fixed
order lumped part and an input time delay. Time delay was de-
cided by sum of the square of predictive error with the cross
validation and lumped part is identified by the ordinary least
square method with pre-filter [5].

In this paper, experimental results of the proposed iterative de-
sign method for the cooling temperature control system by the
frigistor module. The process looks like very simple and it
looks easy to control, however, the simple open-loop identi-
fication of the step response makes insufficient model. The
iterative design method has good closed-loop property.

In section 2, we introduce the algorithm of joint design method
of the closed-loop identification and IMC structure for systems
with an input time delay. In section 3, we show experimental
results of the method for a cooling temperature control system
with an input time delay.



2 Joint Design Method for Time Delay System

2.1 IMC structure method [11]

IMC is one of the simple design method for systems with time
delay. The feature of IMC is that the model of plant is included
in feedback control loop. The closed-loop property is given in
the following;

F (s):=
1

(λs + 1)n
e−sh, (1)

when λ is set smaller, then the band width becomes larger. n is
an integer decided by the relative order of the plant to make a
proper IMC controller. h denotes the time delay of the plant.

-

+r u y

P

Pe-sh

e-sh

Plant

Model

Q

v

m
m

-

+

Figure 1: IMC Structure

IMC controller can be derived in the sense of H2 norm. The
cost function of the IMC controller is expressed [11];

KIMC = arg min
K

JIMC(P, F ),

JIMC(P, F ) :=
∥∥∥∥ Pe−shK

1 + Pe−shK
− Fe−sh

∥∥∥∥
2

,

where, Pe−sh denotes the plant and K denotes ordinary unity
feedback compensator. KIMC is represented as the following,

KIMC := argmin
K

JIMC(P, F )

=
Q

1 − Pe−shQ
. (2)

Where, Q is called IMC controller and F (s) is called IMC fil-
ter, respectively. F (0) = 1 is required to have no stationary
error for step reference. Note that the ordinary unity feedback
compensator has a time delay element. The IMC controller is
easily derived by the plant and the IMC filter.

Q(s) := P−1
− (s)F (s),

P (s) := P+(s)P−(s) (3)

P+(s) : e−sh and non-minimum phase part of P (s)
P−(s) : minimum phase part of P (s)

The IMC structure is shown in Fig.1. The closed-loop includes
the plant model Pme−shm and the difference between the plant
and the model is used to control. This structure can be easily

modified to the unity feedback structure with the compemsator
(2) and Smith predictor controller [1]. (see Fig. 2.)

The controller K is synthesized by the model and the plant pa-
rameters are unknown in generally. The cost function is rewrit-
ten as inequality;

JIMC(P, F ) =
∥∥∥∥ Pe−shK

1 + Pe−shK
− Fe−shm

∥∥∥∥
2

=
∥∥∥∥ Pe−shK

1 + Pe−shK
− Pme−shmK

1 + Pme−shmK

+
Pme−shmK

1 + Pme−shmK
− Fe−shm

∥∥∥∥
2

≤
∥∥∥∥ Pe−shK

1 + Pe−shK
− Pme−shmK

1 + Pme−shmK

∥∥∥∥
2

+
∥∥∥∥ Pme−shmK

1 + Pme−shmK
− Fe−shm

∥∥∥∥
2

, (4)

where, Pm and e−shm denote the lumped part of the model
and the time delay of the model. The second term is rewritten
as JIMC(Pm, F ) and becomes small by IMC controller. On
the other hand, the first term is minimized by the closed-loop
identification of the prediction error method. Then a new model
is derived.

Pnew
m =arg minP J id

IMC(Pm, F ) (5)

J id
IMC(Pm, F ) :=

∥∥∥∥ Pe−shK

1 + Pe−shK
− Pme−shmK

1 + Pme−shmK

∥∥∥∥
2

(6)

By using iterative design method, both first and second terms
of (4) are expected to derive a good closed-loop performance.

2.2 Time delay identification

When the time delay is unknown, one of the simplest method
to decide the time delay is a coefficients comparison method
for high order identification model [13]. However, it is not
appreciated to minimize the prediction error.

At first we fix the order of the lumped part, we estimate param-
eters for each time delay and derive each loss function with the
cross validation [13]. Then we set the time delay as the value of
the smallest loss function and lumped parameters at this case.
The loss function Vd denotes the cost function of the prediction
error itself depend on each time delay d.

Vd =
1
N

N∑
i=1

ε2
d(k, θd) (7)

εd(k, θd) = Ad(q)y(k) − q−dBd(q)u(k), (8)

where, the estimate parameter vector θd (i.e. Ad and Bd) of the
lumped part for each time delay is estimated by the estimate
data and the loss function Vd is calculated from the verification
data and each time delay.

Note that the above time delay identification will include not
only pure time delay but also unmodeled high order slow dy-
namics.



2.3 Design Algorithm [5]

We assume that the input-output relation of the plant is de-
scribed as the following SISO discrete linear input time delay
system;
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Figure 2: Closed-loop Identification of IMC

y(k) = P (q)q−du(k) + H(q)w(k), (9)

where, P (q), d and H(q) denote plant, time delay of the plant
and noise system, u(k) and y(k) denote input and output,
which can be mesured. v denotes observation noise, which
is generated by white noise w(k) fed through H . r(k) is a
step reference signal in control stage and identification signal
(Pseudo Random Binary Signal) in the closed-loop identifica-
tion stage.

The model is described as the following;

ym(k) = Pm(q, θ)q−dmu(k) + Hm(q, θ)w(k), (10)

where, subscribe m denotes estimate model and θ denotes un-
known parameter vector. The plant and the model are applied
the IMC feedback compensator K as

u(k) = K(q)(r(k) − y(k)) (11)

y(k) = (1 + P (q)q−dK(q))−1

·{P (q)q−dK(q)r(k) + v(k)} (12)

ym(k) = (1 + Pm(q, θ)q−dmK(q))−1

·{Pm(q, θ)q−dmK(q)r(k) + vm(k)} (13)

Then one step prediction value of (13) is manipulated;

ym(k|θ) = [1 − H−1
m (q, θ)(1 + Pm(q, θ)q−dmK(q))]y(k)

+ H−1
m (q, θ)(1 + Pm(q, θ)q−dmK(q))

·(1 + Pm(q, θ)q−dmK(q))−1

·Pm(q, θ)q−dmK(q)r(k) (14)

One step prediction error is described;

ε(k, θ) = y(k) − ym(k|θ)

=
1 + Pm(q, θ)q−dmK(q)

Hm(q, θ)

{
[

P (q)q−dK(q)
1 + P (q)q−dK(q)

− Pm(q, θ)q−dmK(q)
1 + Pm(q, θ)q−dmK(q)

]
r(k)

+
H(q)

1 + P (q)q−dK(q)
w(k)

}
(15)

r(k) and w(k) are assumed to be mutually uncorrelated, the
prediction error problem with a frequency weighting function
is;

lim
N→∞

1
N

N∑
k=1

{L(q)ε(k, θ)}2

=
1
2π

∫ π

−π

{∣∣∣∣∣ P (jω)e−jωhK(jω)
1 + P (jω)e−jωhK(jω)

− Pm(jω, θ)e−jωhmK(jω)
1 + Pm(jω, θ)e−jωhmK(jω)

∣∣∣∣∣
2

Φr(ω)

+

∣∣∣∣∣ H(jω)
1 + P (jω)e−jωhK(jω)

∣∣∣∣∣
2

Φw(ω)

}

·L(jω)(1 + Pm(jω, θ)e−jωhmK(jω))
Hm(jω, θ)

dω (16)

where, Φr and Φw denote power spectrum of the identification
signal r and the noise w. To derive a Pm(q, θ) to minimize the
above criterion. When L(q) is chosen as the following;

L(q) =
Hm(q, θ)

1 + Pm(q, θ)q−dmK(q)
(17)

And it is satisfied Φr(ω) = 1 � Φw(ω), since r is the identifi-
cation signal (PRBS) in this identification stage,

lim
N→∞

1
N

N∑
k=1

{L(q)ε(k, θ)}2

=

∥∥∥∥∥ P (jω)e−jωhK(jω)
1 + P (jω)e−jωhK(jω)

− Pm(jω, θ)e−jωhmK(jω)
1 + Pm(jω, θ)e−jωhmK(jω)

∥∥∥∥∥
2

2

(18)

It is the same criterion as the identification cost function (6).
In the closed-loop identification, L(q) is used as the pre-filter.
L(q) depends on the previous controller designed and not the
current controller. This is an inherent feature of iterative design
method.

We summarize the joint design method of IMC controller and
closed-loop identification for input time delay systems.



step 1 (Pre-identification) estimate nearly model
Pm(s)e−shm of the plant P (s)e−sh and time delay
with open-loop identification such as step response.

Pm1 = arg min
Pm

J id
open(Pm) (19)

J id
open := ‖P (s)e−sh − Pm(s)e−shm‖2 (20)

step 2 (IMC compensator design) set the time constant λ of
the IMC filter (1) and the integer n and derive the IMC
compensator as in the section 2.1.

step 3 (Experiment of control) The step reference input is in-
put from r and derive the closed-loop response. If the
closed-loop has desired performance, then the step is
ended here. If not, it goes on the following step.

step 4 (Experiment of closed-loop identification) The iden-
tification signal (PRBS) is input from r. Input data for
the closed-loop identification is derived the output of con-
troller K and output signal is received from output y.
(show Fig.2)

step 5 (Parameter estimation) estimate the model
Pm(s)e−shm of the plant. Input-output data of the
closed-loop (show Fig.2) is filtered by the pre-filter L(q)
(17) and the model Pm(i+1) is derived by the prediction
error method (least square method) and time delay
identification method as in the section 2.2. Then go back
to step 2.

This joint design is continued until closed-loop has desired per-
formance.

3 Experimental Results

Experiment equipment is a cooling device with a frigistor mod-
ule. The control purpose is to cool water at target temperature
as like step response by frigistor. The target temperature is -3◦

from the room temperature. The system is a single input and
single output system, and the experimental model is shown in
Fig. 3. It has a small time delay, however, in order to make
the effectiveness clear, artificial time delay 50 [s] is inserted by
software. The inserted time delay is not so long compared with
the system time constant.

3.1 PI Control

At the beginning, we show the ordinary PID control result in
Fig. 4. The response is a typical response of the tempera-
ture control. It has an overshoot and small oscillation. In the
temperature control, the overshoot is disliked, therefore, it is
required the other controller which is considered time delay.

Figure 3: Temperature control experimental model
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Figure 4: Experimental result of PID

3.2 Iterative Control

In step 1, the pre-model of the plant is described as the follow-
ing transfer function with an articicial input time delay.

P (s) =
−3.19

968s + 1
e−sh, h = 50 (21)

Fig. 5 shows a step response without artificial time delay. Ordi-
nary case, it is modeled simple 1st order system. The step inpu
signal is set about the target temperature, i.g. -3◦ from room
temperature. In Fig. 5, 0◦ denotes the room temperature.

In step 2, the time constant of IMC filter λ set λ = 800 and
n = 1. The time constant of the pre-model (21) is an indicate
to set the time constant of IMC filter. When the time constant
is set smaller, then the bandwidth becomes larger, however, the
closed-loop property becomes sensitive. On the contrary, the
time constant is set larger than the open-loop time constant, the
closed-loop property is robust and has a loose response. Then
we derive and set the IMC compensator with λ by using (3).

Fig.6 is an experimental result with pre-model (step 3, iter-
ation=0). In this figure, the target temperature is normalized
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Figure 5: Step response without inserted time delay

at 0. The response constructed by pre-model has overshoot,
long time oscillation and the rising time is too long. Although
the time delay is smaller than the open-loop time constant
and the step response seems very simple, as shown Fig.6, the
closed-loop performance is not good. In IMC structure, the
closed-loop property is affected by the model immediately, the
re-model is better way rather than tuning the free parameter.
Therefore we go on the next step, closed-loop identification.
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Figure 6: Experimental result of IMC (iteration=0)

Fig.7 and Fig.8 are closed-loop identification results (step 4
and 5,iteration=1). Here, conditions for closed-loop identifica-
tion are as follows;

Model: 2nd order DARX model
Input: PRBS (shift register: n =10, iterate number l = 2)
Data number: N = 2nl − 1)
Id. sampling time: 1 [s]

Fig.7 shows loss function Vd for each time delay between 20
[s] and 300 [s] with cross validation. In Fig.7, the loss function
becomes rapidly small on the point considered to be time delay.
The minimum value is not garanteed the global minimum in the
theoretical sense, however, considering the plant behavior, the
value is valid minimum point.
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Figure 7: Loss function of time delay (iteration=1)
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Fig.8 shows certainty of estimated model by comparing sim-
ulation result of the model with experimental result. A verti-
cal axis is filtered identification output yi by the pre-filter L(q)
(17). From Fig.8, it can be stated that the estimated model co-
incides approximately with the experimental result.

The estimated model of the plant is described as the following
transfer function with an input time delay.

P1(s) =
0.002522s2 − 0.005035s− 1.629× 10−5

s2 + 0.003495s + 3.065 × 10−6
e−sh1 ,

h1 = 162, (22)



where time delay h1 = 162 is different from inserted time de-
lay h = 50. The difference is too big even if it is assumed
that delay of rising is contained in time delay h1. It can be
stated that h1 is not exact value, however, the performance in
the sence of H2 norm is better than open-loop identification by
step response.
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Figure 9: Experimental result of IMC (iteration=1)

Fig.9 is experimental result with the model (iteration=1), here
λ is equal to the value of the first iteration. This figure shows
that closed-loop performance is quite improved without over-
shoot and rising time is short compared with Fig.6. It can be
stated that high closed-loop performance is obtained even if
exact time delay is not estimated. In other words, the obtained
model (22) is a suitable synthesis model for IMC structure.

After the experiment, identification and control experiment are
repeated several times. However, any results were the same
response. Therefore, those results are omitted.

4 Conclusion

We demonstrate a joint design method of closed-loop identi-
fication and IMC for temperature control system with input
time delay. Experimental results substantiated validity of the
method. And, the closed-loop has good performance with eas-
ily parameter setting compared with ordinary PID control.

In our experience, decimation and interpolation should not be
done at the closed-loop identification stage. Because these pro-
cessing affect bad precision of the loss function. It is not good
for identification of time delay.

Considering the simplicity of the model, experimental results
has good performance. The iterative algorithm is just complex
for the engineer on the spot, we will consider an auto tuning
method by using this algorithm.
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