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Abstract discrete time observer.

This paper deals with exact nonlinear reconstructor design ¥ argue our interest into discrete time models by the fact that,
discrete-time chaotic encrypted messages. Roughly speaktfi§,information such as it appears nowadays is more and more
we investigated the problem of discrete-time dead-beat ¢hgitalized, treated, exchanged, by computers. Thus it becomes
server for system with unknown input. With this tool the secufdimordial to study systems at discrete time.

communication and data transmission is studied. The papg&,  the increasing development of broadband networks and
ends with an illustrative example. services, alongside the recent demand for privacy and paid ser-

Keywords: Nonlinear discrete time observer, Synchronizatioiices, has led to the need for systems and algorithms to en-

Chaotic systems, Dead Beat Observer, Security data transrf¥pt information [13]. The most important applications in-
sion, Encryption. clude the encryption of video messages for pay-TV services,

voice over IP (Internet Protocol), and data messages transmit-
ted over telematic networks (electronic signatures, electronic

1 Introduction banking and commerce, etc.).

Since the last decade, there has been an increasing interegiHgotic signals and systems for private or secured communi-
synchronization of chaotic systems. In [9], Pecora and Carrgitions have been investigated with increasing interest in the
showed that when state variable from a chaotically evolvingst few years [1, 2]. The advantage of using methods based
system is transmitted as an input to a copy of the original s¥s chaos theory lies in the high level of security chaotic sys-
tem, the replica subsystem (receiver) can synchronize to {8¢hs offer as compared with traditional encryption techniques.

original system (transmitter). In [8] they presented the sypt the same time they are very competitive due to the fact that
chronization of two Lorenz systems with different initial conthey are inexpensive to implement.

ditions.
The application scenario of chaotic encryption mainly consid-

Following these works, a huge interest was granted to the stygid in literature is a traditional analog or digital communica-
of synchronization of chaotic systems. In party, this was mfpn system in which the transmitter and receiver must be syn-

tivated by one of major application: The secured data trangyronized in order to have a correct decoding phase [18, 19].
mission and the protected communications ([7, 5, 10, 9, 5, 12, o . )
3]...). In particular in this paper, we describe the potential of a new

chaotic ciphering process applied to secured communications

One of the solutions proposed in the literature is the transmiggsed on the inclusion of the message in the structure of the
sion by synchronization of chaotic systems. In fact, the id@&nsmitter.

is to use this phenomenon for masking the messages by the
chaotic signal generated by the transmitter and transmit this in-

formation to the receiver under the form of a summary signghe paper is organized as follows: In section 2, a brief presen-
containing the addition of the message and the chaotic signation of the problem statement and the aim goal of our work is

The message can be recovered by synchronizing the recegfgen. In section 3, we present the discrete-time synchroniza-
with the scalar signal transmitted by the transmitter (see figu{gn of chaotic systems.
1).

_ o _ The application of this synchronization to ciphering messages
This synchronization may be studied as an observer desjgRtudied in section 4. An illustrative example is given in sec-

problem, since the work of HNIjmteeI’ and |. Mareels in [7]t|on 5 and some discussions will ends the paper.
Moreover, in [3] the authors have proved that the design of

observer for system with unknown input may be used in the
contest of secure communication. This paper proposes a hew
encryption algorithm based on chaotic models and a nonlinear



2 Problem statement gives

+ _ /
Generally, the most appropriate solution to protect information vt = flap) ®)
by encrypting a digital information flow, without increasing th&Vhere, each iteration of the state dynamic convey tokthe
amount of information transmitted, is scrambling the transmitk byte of the message (text file, sound or image ...). In the
ted signal by a complex one generated by a chaotic system spublic channel, only the output will be sent to the receiver.
ply by adding the two types of data this means that the chadlic obtain the message, we have to synchronize both transmitter
sequence can be used as carrier of the message in commumindreceiver. This last one is the copy of the original system (1)

tion systems. of the form
@ = f(&,u,p) (4)
Message
M the error between the transmitter and the receiver
haotic Chaotic .
Eystertn: \ P system : 4’6_’ e=xr—2xIS
Transmitter \ Receiver Mels\/slage
Chaotic Public Channel of et = f(x,u,p) — f(&,u,p) (5)
Signal Y Transmission : M+Y
Fig. 1: Addition Method the method consist in trying to extratf from the equation of

the error (5).

On reception the inverse operation is performed, i.e. the mes-

sage will be the difference between the data received and th@mark 1 In the “ inclusion” method may be seen as an ob-
data reconstructed locally using an identical system to the as@ver design with unknown input4 in the equation 3).

used in transmission [15, 12] (see figure 1). In order to recon-

struct correctly the transmitted data, the chaotic sequences of _. . L .
transmitter and receiver must be synchronized. 3 Discrete-time synchronization of chaotic sys-

. : . o - tems and secure communication
The aim of our work is the design and the validation of digital

schemes for secure communications based on chaotic majisaos is a deterministic, random-like process found in non-
Past results have led to a prototypal realization of schemiggar dynamical system, which is non-period and bounded.
based on synchronization. The actual objective is to optimik&oreover, it has a very sensitive dependence upon its parame-
the choice of the chaotic system and its parameters, investigats and initial conditions generating it. A chaolitandelbrot

ing its behavior in a real application context and its robustnesmp(Figure3) is a discrete-time dynamical system running in
against unauthorized receiver attacks. To realize this objectighaotic state and of the form:

we adopt a technic based on inclusion of the message in the

. + —
system structure (see figure 2). zt = f(z,u,p) (6)
y = h(z)
- Public
Chaotic Channel of Chaotic with:
Melsvslage | System transmission System |, Message .
Transmitter Receiver M b+ (a’ + b)xl +x3 + LL‘% - LL’%
. i f(xvuvp): b+C+21)1$2
Fig. 2: Inclusion Method ”

B T .
In order to illustrate the last method let us consider the foIIotherep N (a,,¢)" Is the paramete_rs vecto, being the
- ; : control which we apply to the system in order to preserve the
ing discrete time system . . X i .
chaotic behavior (for the simulations we will set= 0.09).
2t = f(z,u,p) (1) Constant$ andc consist on the key shared between the sender
and the receiver. The initial conditions are also a part of the
With = used instead of(k + 1) and the state vector € key, but they are own to the transmitter. This system formed by
R" instead of z(k), u € R is the control variablep € ®™ basic function f : 6 x ® — R? is a chaotic generator and
is the parameters vector of the system, and the vector fibigs the following properties:
f iRV x R — R . So, we can choose, without less of

generality the output as any component of the state variables. | £ has sensitive dependence on initial conditions:

The idea consist in using the parametexs carrier of the mes-

sagem, that is for example e f is topologically transitive; i.e. if, given any two inter-

valsU andV/, there is some positive integérsuch that
W =u+M 2) fE(U) NV # (. Vaguely, this means that neighborhoods
of points eventually get flung out to "big” sets so that they
We replaceu by « in the equation of the transmitter which don’t necessarily stick together in one localized clump.



Intuitively, a map possesses sensitive dependence on ini8alch thatr = (z1,2,)7, wherez; € R~ 1, 2, € R, andv/
conditions if there exist points arbitrarily closed towhich (defined in (2)) is the unknown control applied to the system.
eventually separated from by at least § > 0 under some Let us choosg = - as output.

iterations of f. Whereas a topologically transitive map has

points which eventually move under iterations from one arbiy,an, the observer equations are:

trarily small neighborhood to any other. Thus a chaotic system

is unpredictable because of the sensitivity on initial conditions = fi(@1, 2oy s py 4y ey yN ) @)

perturbations. . ] ) .
wherey'™ = y(k —i) V i = 0,..,N, and the observation

Any chaotic system should be mixing, i.e. the phase sfce errors are:
should be randomly mixed by repeated actionfof Further,
most chaotic systems depend on some control parameters and

exhibit sensitivity with respect to those parameters. ef =at —af 8)
An ideal chaotic signal presents the main properties of asecure  — ¢, (z,. 25,0/, p) — fi(Z1, T2, U, Dok s ooves Yo N)

cryptographic system: it is unpredictable and it cannot be re-

liably reproduced. Starting from different parameters, in faddynchronization of both systems now corresponds to required
it is impossible to obtain two identical series, even though tig@ndition, that is:
difference between the parameters is a very slight one. This

is an essential feature of chaotic systems. Roughly speaking,

encryption and chao_s .e.xhibit rgmarkably similar features. Tif’?]'s condition of asymptotic synchronization, will not be sat-
parameters and the initial condlthn§ can be used as the eng ﬁjéd in general and, in fact, assumptions Anand f, that
ing key. Furthermore, some variations of parameters can

d t of the ¢0 titis the id fth arantee this condition are only partially known. The tech-
used as support 0 essageo amount, it1s the idea ot the nigue which we propose in this paper, insures a faster conver-
method by inclusion (see figure 2).

gence, independently of the chaotic structureg,0and fs.
Chaotic sequences are uncorrelated when their initial values ki@eed, our secure transmission scheme enable, a finished-time
different. In addition, it is possible to synchronize two copiesynchronization of the original system and the observer . i.e.

of a discrete-time chaotic system, in the sense that their state
trajectories tend asymptotically to be identical when one sys-
tem is suitably driven by the other. If the driving signal is se-

lected appropriately, the discrete-time synchronization will §&emark 2 It is important to note that in our technique, the
immediate. system may have some singularities bifurcations. however, it is

) ) ) S ~impossible to use the implicit function theorem and in the same
To attain the transmitter-receiver synchronization immediatejyne the methods developed in [5] and [12] to reconstruct the
(whichiis a real problem), we try to apply the discrete-time SyRtate vector of the transmitter, and leads this last one to syn-
chronization to chaotic spread-spectrum communication Sy$ronize with the receiver. In our case, we will use the infor-
temS, and we propose an Ol‘lglna| communication scheme. mation of de|ayed Outputs Va|u§§7 ey Yk N and the obser-

In this brief, we consider the nonlinear discrete time map givé/gtion error to reconstruct the transmitted message.

in (6). It is assumed that the outpytis measured at discrete

instances. We will consider conditions which guarantee tha@ we can see that the observation errors will reach exactly zero
these measurements determinexactly and consequently, de-n three steps regardless of their initial values. This, means that
scribe howz can be computed by an observer like dead-begftaotic systems achieve synchronization after three steps. Due

observer for example. This map exhibits a chaotic behaviorti the deterministic nature of chaotic motions, once synchro-
a large neighborhood of the parameter values. nization has been achieved, both systems remain synchronized.

klim |l —z|| — 0 9

YV k> ko, ||z — Z| =0, whereky a small integer  (10)

The encryption algorithm proposed in our application, is bas&@w let us consider the Mandelbrot system, and let us note that
on the synchronization of both transmitter and receiver, whiéif represent the message and only the informatipr= -,

are represented by the same chaotic model and the mesdBgechaotic output, is transmitted to the receiver via a public
is hidden in the chaotic structure of the transmitter, for moffannel. Then, the transmitter will have the following form
security. Where the synchronization problem has been resolved

quite simply by exploiting the intrinsic synchronization offered v7 =b+ (a+b)wy + 23+ 27 — y?
by the use of a dead-beat observer. x% =b4+c+2xy (11)
To study the problem of synchronization in discrete-time con- r3 =u+M
text, we assume the following system : While the receiver will have the following form
&7 =b+ (a+b)dy + 23+ 37 — y?
v = fi(z1, 29,0, p) iy =b+c+2ay (12)
‘T;_ :fQ(x17$27ul7p) 'f:;_ =u



The dynamic error is given by Now, from the equation = M, to find the message we delay

n v e3 two times for seek of causality:
e, =Ty — X
1 1 1

=(a+b)e; +ez+a?—3? (13) e3 =a3 —d3 =M~ "~
62+=x2+—322+:2551y ] )
e =M which means that; (k — 2) = M (k — 3). So we have to wait
three steps before starting to receive the message (i.e. recover
M).

We can see from these equations that we have to conaptite i
find the message. Before that, we must prove the synchroniz8€ delays applied to the reconstructed message depends

tion of both systems (transmitter and receiver). For this, it frongly on the length of the chaotic system and on the posi-
enough to show that; — 0. tion of the implemented message. In this example, the system

is three dimensional and the message intervenes in the third
equation, which explains the delay of three steps to recover the

JF
So the second equation gives = f2 , which tends to zero
2 message.

for y # 0 (because,; — 0). Consequently, when = 0 this

Iegds toa smgularlt.y. Hovye_vgr, to overcome this problem YWemark 3 In order to avoid the loss of information, we can
will adopt the following definition ok, as: L ' .
add to the beginning of our confidential message, another mes-
ey sage without particular meaning. This message should not be
€1 = 292 + ¢ long, only three words (some bits are enough, the time that the

) _ _ ~ transmitter and the receiver synchronize).
Wheres > 0 is a small parameter. Under this consideratign

still converges to zerg y € R.

4  Simulations results
So, to compute the erref” we need,** which is not available
attime(k + 1), to bypass this problem, we have to compite 10 illustrate the efficiency of the proposed technique of cipher-

the reconstructed state of the transmitteas: ing, we consider the Mandelbrot system (11) as a transmitter
and (12) as a receiver with the following initials conditions and
T1=e1+2T1 parameters values: = 0.8, the keys:b = 0.2 andc = —0.7.

- Finally, the initial condition: z;(0) = —0.2744, 24(0) =

then, we obtain: 0452, 25(0) = 0.091.
+

. €Y

L= T+ 22/2 Te

) if lyl<e

if ly| > e Figure 3 and 4 represent the chaotic behavior of the transmit-
ter and the receiver which are completely synchronized. The
transmitted signal via public channel is represented in Figure

And this will allows us to implement calculatg in the first 5.
equation of the deed-beat observer

2 =b+ (a+b)E + 25+ 77 — ¢?

iy =b+c+2iy (14) ’
i =u

It is now possible to computg’ as:

+_ ot At
€1 =Xy — I 08

=(a+bley +es3+ (&1 + 61)2 — 22 B T N
= (a+b+23)er + € +es Fig. 3: Chaotic signal oMandelbrot

from which we extract the observation eregr
We carried out a computer-based experiments which allow us

es = —(a+b+2%)e; —ef + ef to encrypt and decrypt given files as well text as image or
sound. The encryption and decryption programs were written

then, we obtain with the Visual C++ version 6.0. The Following experiment re-

e5 = —(a+b+2i7 T)er ~ — (e —)2 e sults show that the _synchr_onization of both systems (transmi_t-
. ter and receiver) is immediate and the communication result is
O ey Yy .
= _—(a+b+2% _2J correct and reliable.
( ) (o )

_ 2 3 It is necessary in this technique that the parameters of the sys-
_ (623/) + (e??/) tem stay in a certain domain, appointed by a “Arnold tongues”
2y~ 7?) +e 2y~ 2 +e [20] because if they exceed it, the system diverges from the



way of constructing secure data transmission and communica-
tion systems using dead-beat observer. The synchronization
of the receiver with the transmitter is achieved by transmitting
only the chaotic output generated by the transmitter. The al-
gorithm has been successfully applied to sound, pictures (see
Figure 8 and Figure 9), texts and tested on the Visual C++ ver-
sion 6.0.

Synchronisation de systémes
B T T T R TE ! chaotiques en temps discret :

Fig. 4: Chaotic signal of the receiver Application a la cryptographie
Fig. 6: The original and recovered text
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Fig. 5: Transmitted signal via public channel FURECNL =Gt s JEEa Dk o E
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Fig. 7: The encrypted text

chaotic trajectory and “blow up” completely. This occurs also
for a bad choice of the initial conditions.

We can exploit this other characteristic of the chaos, in order to

tighten up the transmissions security; by implementing high-

dimensional chaotic systems, having a significant number of
parameters, these possessing a rather wide “Arnold tongues ".
Because, more this strip is wide, more the probability to suc-

cess an “exhaustive attack” (for exempla) against the system, is
weak.

Fig. 8: The original and recovered picture

We noticed that the second state of the system contains an im-

portant singularity, that we can isolate in the form of hypettis important to note that in our case, this output is not used as
plane. We can exploit this singularity to increase the securiycarrier signal for the message. It is included in the struc-
of our technique and this by introducing a functiérwhich ture of the chaotic system (transmitter). The correct trans-
will prolongs the singularity the necessary time to disorientareitter/receiver synchronization has been verified using several
the possible “pirate” when he will try to intercept the chaotitesting examples, but only tiidandelbrotmodel is presented
signal, by making diverge its process of deciphering. This funie+ the paper. These test shows that the decryption algorithm

tion is defined as follows does not depend on the type of information transmitted (audio,
) . ) video, data) or the processing (if any) that the messages under-
0(z2) = 0 if |zo| < “threshold goes (compression, etc.).
z9 else

In the case of a text transmission, Figure 6 and Figure 7 show
The “threshold” is chosen so as to respect the chaotic behavlut the size of the encrypted text file is much more important
of the used generator @ in this example). This modification than, that of the original one. The encrypted text is in real-
applied, as well to the transmitter as to the receiver, may pertiih the chaotic signal, which we find on the transmission line.
the trajectory of the chaotic signal and imply afterward a logsis output of the chaotic transmitter is a real dynamic, which
of punctual information. However, we do not have to choo@ll be represented by a sequence of simple precision real num-
between the quality of the reception and the security, if we uBers. This sequence will be next, punctually hidden in 4 byte;
a good filter, allowing us to offset this loss of information. ~ whereas the transmitted message is a characters sequence of
one byte each one. This means that for each character in input,
corresponds four characters in output. Thus, the encrypted text
size is four times bigger than, the size of the clear text .

In this paper, the synchronization of discrete time chaotic SY§s in order to optimize the transmission time, it is better to

tem has been shown and an encryption system based qfidimize the ratio between the clear message and the encrypted
chaotic map has been proposed. We have shown an efficient

5 Discussion



one. To be made, we can for example, transmit, at the sayng|
time, three characters instead of one. Hence, for three char-
acters input, we obtain four characters output, which reduce

Fig. 9: The encrypted picture

significantly the encrypted text size on the transmission line.

However, to realize this type of encoding, one must be very

careful as for pre-established boundaries of the given chac[f{g]
system and envisage a reducing factor of the digitized value of

the message (ASCII code for text). This, in order to do not

overflow variation field, this, necessary, leads the chaos to fi4]

verge from its trajectory.

This last remark holds, for a signal transmission, which the

amplitude should be known beforehand to calculate the suitapig;]

reduction to insert in the chaotic structure.
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