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Abstract

Turbulent flow has a significantly higher drag than the corre-
sponding laminar flow at the same flow conditions. The pres-
ence of turbulent flow over a large part of an aircraft therefore
incurs a significant penalty in the form of increased fuel con-
sumption due to the extra thrust required. One possible way
of decreasing the drag is to apply surface suction to delay the
transition from laminar to turbulent flow. In this paper we re-
port further progress on the development of optimisation based
control algorithms for this problem area.

1 Introduction

In recent years a number of ways have been considered for drag
reduction and hence reduced operating costs for civil aircraft
due to a decrease in the fuel consumption (see [5] for a sum-
mary of some recent work in this area). It is well established
that suction applied to surface of a body can delay the onset
of transition from laminar to turbulent flow and thereby reduce
the overall drag. Consequently, surface suction is regarded as
one of the most promising methods for drag reduction. How-
ever, in order to maximise the benefit from the applied suction,
it is necessary to distribute the suction in an optimum, or near
optimum, way.

One approach to this problem consists, in effect, of monitor-
ing the state of the flow together with the automatic control of
suction applied through the surface of the body. This program
involves both algorithm development and verification and wind
tunnel based experiments. In the case of the latter, an essential
element has been the development of techniques for monitoring
the position of transition in a boundary layer.

Previous work has demonstrated that this overall strategy is
technically feasible both in simulation studies (of which com-
putational fluid dynamics is an essential part) and by wind
tunnel based experiments, see, for example, [7]. This work
employed gradient based controllers, which used a local lin-
ear model constructed by standard linear system identification
tools around selected operating points. For the case of flow
over a flat plate these controllers performed well. In somewhat

more complicated cases, however, they did not, e.g. when a
non-zero pressure gradient is applied to a flat plate [8].

In [3] is was established that the gradient based approach failed
when it was incompatible with the basic physics of the flow.
An alternative approach, based on the application of Simulated
Annealing and Genetic Algorithm based methods to solve a
non-linear optimisation problem, was also successfully devel-
oped, but computationally it is very demanding. Moreover, in
the case of an aerofoil, the computational load increases fur-
ther. Hence there is a need to develop alternative, more effi-
cient, solution methods. This paper details work undertaken
on this problem for the model case of flow past an aerofoil
where parallel optimisation techniques are developed for com-
putationally demanding cases. There is no claim that the pro-
posed methods are preferable to all other methods. Rather, the
choice of optimisation technique will be determined by the de-
mands of the applications considered.

2 Cost function

First, it is necessary to define an appropriate cost function to
be minimised. One relatively simple function is obtained by
fixing the transition position at a predetermined location, and
then minimising the effort by varying the suction flow rates
and the positions of the panels to achieve the best result. This
approach is of practical interest as it comes directly from the
design requirements for a suction control system on a nacelle.

The problem of constraining the transition position to some de-
sired location on an aerofoil with � or 	�
 non-overlapped pan-
els without gaps fixed at the �

�� of the chord and with suction
flow rates denoted by ��� can be formulated as follows:

minimise ���������
��� ��
��� � �� �"!
#%$'&(#*) �+
-, (1)

where ��� is a suction effort, . is the number of panels, �/� is a
positive constant, � � is a suction flow rate through panel 0 , #*$
is a transition position and #1) is a desired transition position.
This constrained minimisation problem can be recast as solving
the unconstrained minimum problem

minimise �2��� �43 �  65 # $ &(# ) 5 7 , (2)

where �  is a positive constant, and 8 is a positive integer to be
selected (in this work 89�:	 is used).



Note that #%$ is some function of the sequence
� � ��� and there is

dependency between the panel positions and flow rates through
an unknown (or very complicated) function. As a result, the
optimisation problem (2) is nonlinear and, as experiments have
confirmed, multi-modal. Increasing the number of panels and
considering a realistic scenario (i.e. an aerofoil or ��� flow),
significantly increases the computational burden to the level
where parallel processing is required.

3 Random search

Random search methods directly aim to find the global mini-
mum [1]. The random search algorithm considered here con-
sists of the following steps.

� Choose the initial number of points . � and wide initial
feasible bounds for flow rates. Then select . � uniformly
distributed points within the initial feasible bounds.

� Obtain the cost function values at the initial set of points
concurrently and save a point with minimum cost function
value as a near optimal solution.

� Using the cost function values, reduce the feasible bounds
to areas more likely to contain optimal points and choose
the number of points .  to be selected from within the
new bounds. Then select these as uniformly distributed
points and calculate the cost function values at them con-
currently.

� Choose the point with the minimum cost function value
from the new points and old near optimal solution as a
new near optimal solution.

This approach can help in narrowing the bounds on the suction
flow rates, but will require a ‘sufficient large’ number of points
to find an optimal or near optimal solution.

4 Parallel global optimisation method

Since the cost function to be optimised is non-smooth, non-
convex and multi-modal, a modification of a direct search
method is proposed to find the global minimum. Direct search
methods, for example the asynchronous parallel pattern search
[2], have been successfully implemented on parallel computers.
The proposed algorithm here is one of the possible modifica-
tions of the deformed configuration methods [4], which belong
to direct search method family. In this family, the basic idea of
constructing simplex, � 3 	 vertices in � -dimensional space,
and complex, �	� 3 � vertices in � -dimensional space, optimi-
sation procedures is generalised by the introduction of search
control, i.e. the choice of the locally optimal direction, map-
ping of configuration vertices and centroid, and choice of the
step-size, leading reduction of the cost function values. In this
work � � . 3 	�

Due to the mapping of several configuration (simplex or com-
plex) vertices whose number is automatically adjusted from

step-to-step, these methods exhibit relatively fast convergence
and are less sensitive to the noise in the measurements of the
objective function. The major differences between the pro-
posed algorithm and both the asynchronous parallel pattern
search [2] and the deformed configuration methods [4] are the
additional preliminary procedure and the sophisticated choice
of mapping directions to ensure that the global optimum of
multi-modal cost function is found. All vertices are divided
into three groups, i.e. mapped, reflected, and the best one when
the vertices of the complex and the complex centre are com-
pared in terms of the minimum cost function value. Mapped
vertices are vertices whose cost function values are greater
than cost function value in the complex centre. Reflected ver-
tices are the vertices whose cost function values are less than
or equal to the cost function values of the complex centre but
greater than the cost function value at the best complex vertex,
i.e. the complex vertex with the minimum cost function value
in the complex.

After division of vertices, the construction of a new complex
is carried out according the formulas presented below. In the
proposed algorithm all complex vertices take part in the explo-
ration of possible directions. This gives better coverage of the
search space in comparison to the original algorithm, which
is important when there are several local optimums as in the
current application area. The final algorithm consists of three
stages: initialisation, exploratory moves and modified method
of deformed configurations as detailed next, where the cost
function is now denoted by �
������


Initialisation

1. Define feasible bounds for suction flow rates.

2. Define step-size parameters � , � , � .

3. Select stopping tolerances ��� 8 � and ��� 8  , the maxi-
mum number of iterations . � , and maximum num-
ber of iterations allowed without changes in mini-
mum cost function values .  


4. Construct an inscribed complex (a complex in ���
is a set of ����� 3 	 vertices, where � now de-
notes the dimension of optimisation problem) �! #"%$ �'& ,
0 � 	 ,%
(
%
 ,)� , within the specified bounds, and com-
pute the geometrical centre of the complex �* ,+ & .
Then evaluate the cost function values at the vertices
of complex �
�-�  ."%$ �'& � and centre �
�/�  '+ & � , concur-
rently.

Exploratory moves

a) Divide a line connecting each vertex of the complex
and the complex centre into ten intervals.

b) Calculate cost function values at new points concur-
rently.

c) Take the point with minimum cost function value as
a new complex point in the direction of the old com-
plex point and centre.



Modified method of deformed configurations

1. If � � . � , then � � � 3 	 ( � is a number of itera-
tions), go to Step 2. Else, exit.

2. Perform correct enumeration of complex vertices,
i.e. such that the following chain of inequalities
holds

�
�/�  '+ $ � & �!� �
�-�  '+ $  & �!� 
%
(
 �	�
�/�  '+ $ � & ��


3. If
�-�
�/�  '+ $ � & � & �
�/�  '+ $ � & �����6� and

���
	
 �� � � �


 �  '+ $ � & & �  '+ $ �'& 
 ���  �
or the number of iterations without changing the
minimum cost function value exceeds .  , exit. Else,
go to Step 4.

4. Divide all vertices into three groups: � mapped
vertices with �
�-�  '+ $ �'& � � �
�-�  '+ & � , 0 � 	6,%
%
(
 ,�� ;8 reflected vertices with �
�/�  '+ $ �.& � � �
�/�  ,+ & � and
�
�/�  ,+ $ �.& � � �
�-�  '+ $ � & � , 0 � 	 ,(
%
%
 , 8 ; 8 is the vertex
with minimum cost function value between the best
complex vertex and the complex centre.

5. Map � vertices through the centre of the unmapped
vertices

�  '+ $ �'& ��� � � 	
� & �

��
� ��� � � �  '+ $

� &

according to

�  '+�� $ �'& � �  '+ $ �'& ��� � 3 � � �  '+ $ �'& ��� � & �  '+ $ �'& � 

6. Reflect 8 vertices through the best complex vertex

with the minimum cost function value according to

�  ,+�� $ �.& � �  '+ $ � & 3 � �-�  '+ $ � & & �  '+ $ �'& ��

7. If �
�-�  '+ $ � & � � �
�-�  '+ & � , then reflect the best com-

plex vertex through the complex centre:

�  '+�� $ � & ���  '+ & 3 � �-�  '+ & & �  '+ $ � & � 


Else, reflect the complex centre through the best
complex vertex

�  '+�� $ � & � �  '+ $ � & 3 � �/�  ,+ $ � & & �  '+ & � 


8. Evaluate �
�-�  ,+�� $ �.& � , 0 � 	 ,(
%
(
 , � , concurrently.

9. If �
�-�  '+�� $ �'& ��� �
�-�  '+ & � , 0 � 	 ,(
%
%
 ,�� , then repeat
mapping with a bigger step-size parameter � . Else,
repeat mapping with a smaller step-size parameter
� .

10. If �
�-�  '+�� $ �'& ��� �
�-�  '+ $ � & � , 0�� 	6,%
%
(
 , 8 , then repeat
reflection with a bigger step-size parameter � . Else,
repeat reflection with smaller step-size parameter � .

11. If a reflected vertex in group 	 has smaller cost func-
tion value than a non-reflected vertex, then repeat
reflection with a bigger step-size parameter � . Else,
repeat reflection with a smaller step-size parameter
� .

12. Calculate the cost function values in new � vertices,
concurrently.

13. Choose � vertices from the old vertices and reflect
with different step-size parameters the ones with
minimum cost function value.

14 Calculate a new geometrical centre of the new com-
plex and the cost function value at it.

The vertex with minimum value of �
�-� � is assumed as
the estimation of the minimum point.

As it can be seen from algorithm above, parallisation occurs
only at the stage of cost function value calculation. Further
parallisation is possible at the stage of calculating new com-
plex vertices. The proposed algorithm can find the global op-
timum quite accurately [9], however the complexity of optimi-
sation problem will grow exponentially with dimension and in
the case of 	�
 panels it requires weeks of computational time
even on parallel processors to achieve the global minimum or
a reasonable solution. A multi-start parallel global optimisa-
tion algorithm is proposed below for higher dimensions, where
complexity of optimisation problem will grow linearly rather
than exponentially.

5 Multi-start parallel global optimisation

To speed up the optimisation process when 	�
 or more panels
are considered, it is proposed here to use the multi-start parallel
global optimisation algorithm with pattern search approach [6].
The main idea in this approach is to first find the points from
where the local search starts and then to apply the local search
to selected points. The algorithm consists of three stages: ini-
tialisation, multi-start points selection, and local search, as de-
tailed next.

Initialisation

1. Define feasible bounds for linear distributed flow
rates, and the step-size parameters � , � , and � .

2. Select the maximum number of iterations . � and
the maximum number of iterations allowed without
changes in minimum cost function value .  


3. Choose a number of complex vertices � for local
search.

4. Select . uniformly distributed random points � � ,
0�� 	 ,(
.
'
�, . , within the feasible bounds to form the
set of initial points � " .

5. Evaluate the cost function values �
�/� � � concur-
rently.

Multi-start points selection



a) Sort all points in ascending order with respect to cost
function values, i.e. � � and � � will be the points
with minimum and maximum cost function values
respectively .

b) Normalise all cost function values according to

� � �-� � � � �
�-� � � & �
�-�4�(�
�
�/� � � & �
�-� � � ,40 �:	6,%
(
%
 , .

c) Remove the points from the set � " with � � �-� � � �
��� 8 � , where ��� 8 � is some threshold.

d) Do the following until there are no points left in set
� " 


e) Add the first point to the set of multi-start points �
f) Calculate the Euclidean distances from this point to

all points, normalized these distances, and remove
from the set � " points with distances less or equal to
the chosen threshold ��� 8  . Go to d).

Local search

1. Let � � � � be a point with the minimum cost func-
tion value �
�-� � � � � from the set � , and choose the
number of complex vertices � .

3. For each multi-start point from the set � do the fol-
lowing.

4. Construct an initial complex

5. � 0 � ������� � ���
	
" � � � �
� � �
�-�  #"%$ �'& � , and swap �  #"($ � � � &

and �  #"($ " &
7. If � � � . � and �  

� .  , then � � ��� �13 	 ( � � is an
iteration counter, �  is the number of non-changes
in minimum cost function value), go to Step � . Else,
go to Step 	�� 
 .

8. Reflect � & 	 vertices through the best vertex
�  '+ $ � � � & according to

�  '+�� $ �'& � �  ,+ $ � � � & 3 � �-�  '+ $ � � � & & �  '+ $ �'& ��,
04�:	6,%
(
%
 ,)� & 	

9. Evaluate �
�-�  ,+�� $ �.& � , 0 � 	 ,(
%
(
 , � & 	 , concurrently.

10. If �
�-�  '+�� $ �'& � � �
�/�  '+ $ ��� � & � , then repeat the map-
ping with bigger step-size parameter � . Else, repeat
the mapping with smaller step-size parameter � .

11. Calculate the cost function values at the new � & 	
vertices concurrently.

12. Choose � & 	 vertices from old vertices and reflect
with different step-size parameters the ones with
minimum cost function value.

13. If there is no change in the minimum cost function
value �  � �  3 	 , else �  � 


14. The vertex � + $ � � � with minimum value of �
�-� � is
assumed as the estimation of the minimum point.

15. If �
�-� + $ ��� � � � �
�-� � � � � , replace � � � � by � + $ � � � ,
and �
�-� � � � � by �
�-� + $ � � � � . Go to Step � .

This algorithm is faster than the parallel global optimsation al-
gorithm based on the deformed configuration method, but its
accuracy will be depend on the thresholds at the multi-start
points selection stage and on the number of vertices in the ini-
tial complex for each multi-start point. To obtain a compromise
between accuracy and speed of global optimisation, a combi-
nation of a random search procedure and multi-start parallel
global optimisation is proposed, as detailed next.

If the most important criterion is accuracy, then it is possible to
combine the random search procedure with multi-start parallel
global optimisation. The idea is simple; wide initial bounds for
flow rates are defined. Then the random search is used to nar-
row these bounds to regions more likely to contain the global
optimum. After this, the multi-start parallel global optimisa-
tion is used within the new bounds. The steps in the proposed
algorithm are as follows.

� Choose the initial number of points . � and wide initial
feasible bounds for flow rates. Select . � uniformly dis-
tributed points within the initial feasible bounds

� Obtain the cost function values for the initial set of points
concurrently

� Taking into consideration cost function values, reduce the
feasible bounds to areas more likely to contain optimal
points.

� Select . uniformly distributed random points � � , 0 �
	 ,%
'
'
 , . , within the feasible bounds. These points will be
form the set of initial points � " .

� Evaluate the cost function values �
�-� � � concurrently.

� Perform multi-start point selection and the local search
stages of the multi-start parallel global optimisation algo-
rithm subject to the initial bounds on the flow rates.

6 Results

In this section different approaches are compared for � and 	�

non-overlapping panels fixed at � 
�� of the chord with linear
continuous suction flow rate distributions for � � flow. The
three approaches proposed above are compared with the ran-
dom search approach. For both numbers of panels, the param-
eters � , � and � were chosen as 	 
 � , 
 
 ��� and 	�
 	 respectively,
and thresholds for the multi-start point selection were set at
��� 8 � � 
 
 	 � and ��� 8  � 
 
 � 
 Initial feasible sets for flow rates
were specified as in the range � & � 
���� & �-, 
�� 

6.1 5 panels case

Random search (RS), parallel global optimisation based on
modified deformed configuration method (PGOMDC), multi-
start parallel global optimisation with pattern search for local



search (MPGOPS) and a combination of random search and
multi-start parallel global optimisation (CRSMPO) are com-
pared here. For RS, . � � �/	�� 
 and .  � �6� � � and � " con-
tained � � 
 
 initial points, �'� contained 	 
 multi-start points
for MPGOPS. For CRSMPO, . � � ��� � � , � " contained ��� 
6

points and � � contained 	(� multi-start points. Tables 	 and �
give the results.

As can be seen from the Table � , PGOMDC is the most accu-
rate approach, but it requires almost twice as much time as the
RS, MPGOPS and CRSMPO methods to achieve its solution.
Moreover, the complexity of PGOMDC method, and time re-
quired to obtain a solution, grows exponentially with increasing
problem dimension.

The MPGOPS method appears as a good compromise between
accuracy and computational load. Note that the time given in
Table � is pure calculation time and does not take into consider-
ation waiting time. Here the CRSMPO method is worse both in
time and in accuracy in comparison with MPGOPS. However,
the performances of two algorithms MPGOPS and CRSMPO
depend on turning parameters, and the type and dimension of
the optimisation problem being solved. It is expected that the
CRSMPO method will out-perform the MPOPS approach at
least in accuracy terms.

6.2 10 panels case

The RS, MPGOPS, and a combination of random search and
multi-start parallel global optimisation (CRSMPO) are com-
pared for a case with 	�
 panels, where parallel optimisa-
tion based on the modified deformed configuration method
(PGOMDC) is too slow. For RS, . � � �/	 �6
/,-.  � � � � 	 ,
� " contains � ����� initial points, and � � contains 	(� multi-start
points in MPGOPS. For CRSMPO . � � �/	�� 
 , � " contains
� ����� points, and �'� contains � 
 multi-start points. The results
of comparing the two approaches are given in Tables � , � , � . It
can be seen from Table � that the CRSMPO method is the most
accurate. However, it requires the most computational time in
comparison with other two methods, i.e. the preferences of
users or/and the type of the application problems will decide
which one of the proposed approaches is chosen for a given
global optimisation problem.

7 Conclusions

Further progress on the development of algorithms for the con-
trol of boundary layer transition has been reported in this paper.
In case of an aerofoil and linear continuous suction distribu-
tions over the front part of the aerofoil the computational load
increases significantly, and in some cases it is not possible to
continue the investigation using a single processor. Therefore
several parallel global optimisation algorithms have proposed
here. For the case of � panels, simulation studies showed that
a parallel global optimisation method based on modified de-
formed configuration method (PGOMDC) is the most accurate.
This method does, however, require �

 � more computational
time than the random search method (RS) and multi-start par-

allel global optimisation method with pattern search for local
search (MPGOPS). Moreover, the computational complexity
of PGOMDC will increase exponentially with the dimension-
ality of the problem. Therefore for case of 	 
 panels we con-
sider only RS, MPGOPS and combination of random search
and multi-start parallel global optimisation (CRSMPO). Sim-
ulations showed that, as expected, the CRSMPO method is
the most accurate of the three approaches, but it requires more
computational time to achieve its solution. Therefore there is
a trade off between finding the global minimum and the com-
putational load and choice of the global optimisation approach
will depend on preferences of user and/or the particular appli-
cation problem under consideration.
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Method � � �  � � ��� ��� ���
RS 
 & � 
 � � � ����� & � & � 
 � ��� � � � 	�� & � & � 
 	 ������� & 
 � & � 
�	 � 	 � �6��� & � & � 
 � �
� �6� � � & �

PGOMDC 
 & 	 
 ��� & � & 	 
�	 � & � & � � & � & � 
 � � ��� � & � & 	 
 � � ����� & �
MPGOPS 
 
 & � 
 �6� � ��� � & � 
 & � 
 � � ��� ��� & � & 	 
 � � 
������ & �
CRSMPO 
 & 	 
 ���6
 �
�6��� & � & � 
�	 � � ����� � & � � 
 
 � & � & � 
 � ���6����� � & � & � 
 
 � ������� � & �

Table 1: The near optimal flow rates for � panels

Method # $ � � � Time
RS 
 
���� ��� � � 
 �����6� 
6��� & � � 
 ��� � ���/	 � & � 	 � 
 	 � hours

PGOMDC 
 
 � 	 
 ��� ����� � � & � 	 
 ��� �����/	 � & � � 
 
�� � hours
MPGOPS 
 
 � 
 
6
 � 	 
�� ��� � � � � & � � 
 
 � 	(� �6
 � & � 	 � 
 � � hours
CRSMPO 
 
 
 
������ � � � � � 
 � � ��� � � � & � � 
��
� 
6��� � � & � 	 � 
 �-	 hours

Table 2: The minimum overall cost functions obtained by optimisation approaches for � panels

Method � � �  � � � � � � � �
RS 
 & � 
 �/	 �
� � ��� & � & � 
 � � � ����� & � & � 
 � � � 
 ��� � & 
6� & � 
�	�� � ��� ��� & � & � 
 � � �/	 
 � � & �

MPGOPS 
 & � 
 � 	�� � ��� � & � & � 
�	�� � � � ��� & � & � 
 �����6� 	 ��� & � & 	 
�� 
���� 
 � � & � & � 
 � � 
 � 	6	 � & �
CRSMPO 
 & 	 
�	(� � ����� � & � 
 
 & � 
 � �-	(�/	 ��� & � 


Table 3: The near optimal flow rates for 	�
 panels

Method ��� ��� �	� � � " � � �
RS & � 
 ��� � 	 � ��� & � & 	 
 
6� 
 �6� � & � & 	�
 ����� ��� ��� & � & � 
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Table 4: The near optimal flow rates for 	�
 panels
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Table 5: The minimum overall cost functions obtained by optimisation approaches for 	�
 panels
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