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Abstract

This contribution presents a flatness based approach for distur-
bance decoupling and asymptotic disturbance rejection for lin-
ear and nonlinear systems with measurable disturbances. Dif-
ferent from previous flatness based approaches the disturbance
input is regarded as an additional fictitious input. This on the
one hand enlarges the class of systems, where flatness based
disturbance decoupling and asymptotic disturbance rejection is
feasible, and on the other hand facilitates the control design.

1 Introduction

The flatness based approach to the analysis and control of non-
linear systems (see e.g. the introductory reference [4]) is an
important design strategy for nonlinear control systems. In or-
der to introduce the notion of flatness, consider thenth order
nonlinear system

ẋ � f �x�u� (1)

with a smooth vector functionf and p smooth inputsu. The
system (1) is called(differentially) flat if there exists an output

y f � Φ�x�u� u̇� � � � �
�α�
u � (2)

with dim�y f � � dim�u�, such that the system variablesx undu
can be expressed by the output (2) and a finite number of its
time derivatives according to

x � ψx�y f � ẏ f � � � � �
�β�
y f � (3)

u � ψu�y f � ẏ f � � � � �
�β�1�

y f � (4)

If these conditions at least hold locally, then the outputy f is
called aflat output and the system is aflat system. An inherent
advantage of flat systems is, that the design of tracking con-
trollers is simplified due to the parametrization of the system
variables by the flat outputy f . Since flat systems are feedback

linearizable by so-called endogenous feedback, a linear track-
ing error dynamics is always attainable for the closed loop sys-
tem (see [4]). However, in practical applications disturbances
z affect the system resulting in a deviation between the closed
loop system trajectory and the reference trajectory. If a tracking
observer (see [5]) is employed to reconstruct the states needed
for the error feedback, the closed loop system can become un-
stable, since the tracking observer is designed on the basis of
a linearization about the reference trajectory. However, if the
disturbances are measurable or observable, a disturbance feed-
forward controller can completely or at least asymptotically
reject the tracking errors caused by disturbances. So far dis-
turbances were treated as time-varying parameters within the
flatness based system parametrization (see [2] and [9]). As a
consequence the flatness based approach is only possible if the
system is flat with respect to the inputsu. In order to enlarge the
class of nonlinear systems, where a flatness based disturbance
decoupling or asymptotic disturbance rejection is possible, this
contribution regards the disturbance inputz as an additional fic-
titious input, which also simplifies the parameterization of the
system variables by the flat output. The basic idea for solv-
ing the tracking problem in the presence of disturbances is to
use the flatness based parameterization of the inputu and the
disturbance inputz to obtain two differential equations, which
are driven by the reference trajectory of the output to be con-
trolled and the disturbance input. The solution of these differ-
ential equations yields a reference trajectory for the flat output,
which takes the disturbances into account, such that the distur-
bance does not affect the output to be controlled (disturbance
decoupling) or is at least rejected asymptotically (asymptotic
disturbance rejection).

The next section presents a state space and a polynomial ap-
proach for computing a flat output for disturbed linear systems.
The disturbance decoupling and the asymptotic disturbance re-
jection problem are solved using the proposed flatness based
parameterization. In Section 3 the results for linear systems
are extended to nonlinear systems. A simple examples demon-
strates the proposed asymptotic disturbance rejection for a non-
linear system.



2 Disturbance rejection for linear systems

2.1 Flatness of disturbed linear systems

Consider a time invariant linear system ofnth order with one
inputu and one disturbance inputz, described by the state equa-
tion

ẋ � Ax�B

�
u
z

�
� (5)

Assume that rankB � 2� n and that the system is completely
controllable with respect tou andz, that is

rank
�
B AB � � � An�1B

�
� n (6)

holds. Then there exists a linear state transformation

ζ �
�
ζ1

1 � � � ζ1
κ1

ζ2
1 � � � ζ2

κ2

�T
� T x� κ1�κ2 � n (7)

which transforms system (5) intocontroller form (see e.g. [7])

ζ̇1
k � ζ1

k�1� k � 1�1�κ1�1 (8)

ζ̇1
κ1

� �
κ1

∑
k�1

a1
1k ζ1

k �
κ2

∑
k�1

a1
2k ζ2

k �b1
1u�b1

2z (9)

ζ̇2
k � ζ2

k�1� k � 1�1�κ2�1 (10)

ζ̇2
κ2

� �
κ1

∑
k�1

a2
1k ζ1

k �
κ2

∑
k�1

a2
2k ζ2

k �b2
1u�b2

2z (11)

In (8)-(11) ζ i
1� � � � �ζ

i
κi

, i � 1�1�2, denote the states of theith
subsystem of orderκ i, where the quantitiesκ i are thecontrol-
lability indices of the system (5). Next it is shown, that

y f �
�
y f 1 y f 2

�T
�
�
ζ1

1 ζ2
1

�T
(12)

is a flat output for the system (5) according to the definition
given in the introduction (see also [1]). To this end insert (12)
in (9) and (11) and use (8) and (10) giving

�κ1�
y f 1 � �

κ1

∑
k�1

a1
1k

�k�1�
y f 1 �

κ2

∑
k�1

a1
2k

�k�1�
y f 2 �b1

1u�b1
2z (13)

�κ2�
y f 2 � �

κ1

∑
k�1

a2
1k

�k�1�
y f 1 �

κ2

∑
k�1

a2
2k

�k�1�
y f 2 �b2

1u�b2
2z (14)

Using the differential operatorD � d
dt and the operator polyno-

mials

ai
j�D� �

κ j

∑
k�1

ai
jk Dk�1

� j � 1�1�2� i � 1�1�2 (15)

equations (13) and (14) can be rewritten as

�
Dκ1 �a1

1�D� a1
2�D�

a2
1�D� Dκ2 �a2

2�D�

�
y f �

�
b1

1 b1
2

b2
1 b2

2

��
u
z

�
(16)

which can be represented more compactly by

P�D�y f � B̄

�
u
z

�
(17)

with the (2,2) polynomial matrixP�D� and the constant (2,2)
matrix B̄. Since det̄B �� 0 always holds for the controller form
(8)-(11), one can solve (17) for

�
u z

�T
yielding

�
u
z

�
� B̄�1P�D�y f � N�D�y f (18)

with the (2,2) polynomial matrixN�D�. Thus the system inputs
u andz can be represented byy f and its time derivatives accord-
ing to (4). Also the system statesx of (5) can be expressed by
y f and its time derivatives by using (7)

x � T�1ζ � T�1�ζ1
1 � � � ζ1

κ1
ζ2

1 � � � ζ2
κ2

�T

� T�1
�
y f 1 � � �

�κ1�1�
y f 1 y f 2 � � �

�κ2�1�
y f 2

�T
(19)

which results in

x � Zx�D�y f (20)

with the (n,2) polynomial matrix

Zx�D� � T�1diag�
�
1 � � � Dκ1�1

�T
�
�
1 � � � Dκ2�1

�T
� (21)

when written in matrix form. In view of (7) and (12) the flat
outputy f is a function ofx only, such that (2) is satisfied. This
shows, that the controllability of the system (5) with respect to
its inputsu andz is sufficient for flatness. This the more one
can show that this condition is also necessary (see [4]).

2.2 Disturbance decoupling for linear systems

The problem of disturbance decoupling with disturbance
measurement for the system (5) amounts to finding a control
inputu, such that the output to be controlled

y � cT x (22)

is completely unaffected by the measurable disturbancez. This
problem can readily be solved on the basis of the flatness prop-
erty of system (5) by using a feedforward controller. This con-
troller decouples the disturbancez from the outputy and as-
sures exact tracking of a given trajectory for appropriate initial
conditionsx�0� of system (5). In order to compute this feed-
forward controller the outputy is expressed by the flat ouputy f

using (20)

y � cT Zx�D�y f � Z�D�y f (23)

with the (1,2) polynomial matrixZ�D�. Introduce the (1,2)
polynomial matricesNu�D� andNz�D� by

�
u
z

�
� N�D�y f �

�
Nu�D�
Nz�D�

�
y f (24)

in view of (18) then the feedforward controller

ud � Nu�D�y f �d (25)



which achieves exact tracking of a desired trajectoryy f �d for
the flat outputy f , directly follows from (24). In order to solve
the disturbance decoupling problem one has to compute the tra-
jectoryy f �d from the desired trajectoryyd for y and taking into
account the relationz � Nz�D�y f (see (24)). In view of (23) the
flat output has to satisfy

Z�D�y f �d
!
� yd (26)

which gives with (24) the differential equation

�
Z�D�
Nz�D�

�
y f �d �

�
yd

z

�
(27)

for the trajectoryy f �d with the given trajectoryyd and the mea-
sured disturbancez as inputs. A prerequisite for exact tracking
using the feedforward controller (25) is, that the initial condi-
tionsx�0� of system (5) fulfillx � Zx�D�y f �d (see (20)) att � 0.
Note that the differential equation (27) is stable if all poles be-
ing solutions of

det

�
Z�s�
Nz�s�

�
� 0 (28)

are located in the open left half plane (see [7]). If differential
equation (27) is unstable, one must perform a suitable trajec-
tory planning foryd , such that all systems states and inputs
remain within given bounds.

2.3 Asymptotic disturbance rejection for linear systems

If the initial conditionsx�0� of the system do not satisfyx �
Zx�D�y f �d (see (20)) at time instantt � 0, then onlyasymptotic
disturbance rejection with disturbance measurement is possi-
ble. Here one seeks a control inputu for system (5), such that
the tracking errore � y� yd satisfies

lim
t�∞

e�t� � 0 (29)

in the presence of a measurable disturbancez. In the following
this control problem is solved by using a flatness based track-
ing controller, which achieves asymptotic tracking of a given
trajectory fory. In order to derive this tracking controller sub-
stitute (15) in (13) and (14)

�κ1�
y f 1 � �a1

1�D�y f 1�a1
2�D�y f 2�b1

1u�b1
2z (30)

�κ2�
y f 2 � �a2

1�D�y f 1�a2
2�D�y f 2�b2

1u�b2
2z (31)

Let b1
1 �� 0, then by inspection of (30) one can introduce a new

input ū by

ū ��a1
1�D�y f 1�a1

2�D�y f 2�b1
1u�b1

2z (32)

yielding a regular feedback. Note that in view of detB̄ �� 0, it is
always possible to introduce a new input ¯u (i.e. if b1

1 � 0 then
b2

1 �� 0). By solving (32) foru one obtains the control law

u � 1
b1

1

�
ū�a1

1�D�y f 1�a1
2�D�y f 2�b1

2z
�

(33)

which achieves
�κ1�
y f 1� ū (34)

for the closed loop system. A desired dynamics

�κ1�
e f 1 �ãκ1�1

�κ1�1�
e f 1 � � � �� ã0e f 1 � 0 (35)

for the tracking errore f 1 � y f 1�y f 1�d is assigned to the closed
loop system by the error feedback

ū �
�κ1�

y f 1�d �

	
ãκ1�1

�κ1�1�
e f 1 � � � �� ã0e f 1



(36)

Since one is interested to trackyd , the trajectoryy f 1�d for the
first elementy f 1 of the flat outputy f has to be computed from
the trajectoryyd of the outputy to be controlled by solving the
differential equation

Z1�D�y f 1�d � yd �Z2�D�y f 2 (37)

This differential equation follows from (23) by writing the (1,2)
polynomial matrixZ�D� in the form

Z�D� �
�
Z1�D� Z2�D�

�
(38)

The second elementy f 2 of the flat output, which is an input to
(37), has to be computed by solving the differential equation
(31) fory f 2 with feedback (33) and the disturbancez as inputs.

The feedback (33) decouples they f 2-subsystem (31) from the
controlled y f 1-subsystem (30). Hence internal stability of
the closed loop system depends on the stability of they f 2-
subsystem. To see this, introduce new state variables

ξ �
�
ξ1 � � � ξκ1

�T
�
�
y f 1 � � �

�κ1�1�
y f 1

�T
(39)

η �
�
η1 � � � ηκ2

�T
�
�
y f 2 � � �

�κ2�1�
y f 2

�T
(40)

and consider (30) and (31) with feedback (33). Then the new
state equations for (39) and (40) read

ξ̇ � Jκ1ξ � eκ1ū (41)

η̇ � �Jκ2 � eκ2qT �η � eκ2

�
pT ξ �g1ū�g2z

�
(42)

y f 1 � ξ1 (43)

whereei is theith unit vector,Jm is a (m,m) matrix with zero
elements except for ones on the first upper secondary diagonal.
In (42) the quantitiesqT , pT are vectors of appropriate dimen-
sions andg1 andg2 are scalars. The resulting state equations
(41)-(43) are in Byrnes Isidori normal form (see [6]), whereξ
are the states of the output dynamics ofy f 1 andη are the states
of the zero dynamics for the system with error feedback (36).
Thus internal stability of the closed loop system only depends
on the stability of the zero dynamics (42) driven by the distur-
bancez and the reference inputs. If the zero dynamics (42) is
unstable andb2

1 �� 0, then one can try to get an internally stable
closed loop system by introducing the new input

ū ��a2
1�D�y f 1�a2

2�D�y f 2�b2
1u�b2

2z (44)

related to (31). A stable zero dynamics then possibly results
from (30).



2.4 Polynomial approach to disturbance rejection

The flatness based parameterizations (18) and (20) of the sys-
tem variables can directly be obtained from the state equation
(5) by coprime matrix fraction conversion. To this end consider
the coprime matrix fraction conversion related to the transfer
behaviour

x�s� � �sI�A��1B

�
u�s�
z�s�

�
� Zx�s�N

�1�s�

�
u�s�
z�s�

�
(45)

of system (5), whereZx�s� andN�s� are right coprime matri-
ces withN�s� column reduced (see e.g. [7]). Since the transfer
matrix in (45) has no direct feedthrough these polynomial ma-
trices satisfyδci�Zx�s�� � δci�N�s��, i � 1�1�2, whereδci��� is
the ith column degree of a polynomial matrix (i.e. the highest
degree of the polynomials in the corresponding column). Then
the parameterization ofu andz can be obtained by setting

y f �s� � N�1�s�

�
u�s�
z�s�

�
(46)

yielding

�
u
z

�
� N�D�y f �

�
�ψu�y f � ẏ f � � � � �

�β�1�
y f �

ψz�y f � ẏ f � � � � �
�β�1�

y f �



� (47)

x � Zx�D�y f � ψx�y f � ẏ f � � � � �
�β�
y f � (48)

in the time domain. The relations (47) and (48) are valid flat-
ness based parameterizations ify f in (46) satisfies (2). This
property directly follows from the Bezout identity by controlla-
bility of system (5) (see [7]). Note that (47) and (48) are linear
versions of (3) and (4). By settingδci�N�D�� � κi, i � 1�1�2,
(47) can be written as

�
u
z

�
� Γc�N�D��

�
Dδc1�N�D�� 0

0 Dδc2�N�D��

�
y f �NR�D�y f

�

�
�γ11

�κ1�
y f 1 γ12

�κ2�
y f 2

γ21
�κ1�
y f 1 γ22

�κ2�
y f 2



�y f �NR�D�y f (49)

with Γc��� � �γi j� the highest column degree coefficient matrix
andNR�D� is a polynomial matrix with polynomials of lower
degrees. By comparing (49) with (16) one obtains

B̄ � Γ�1
c �N�D�� (50)�

a1
1�D� a1

2�D�
a2

1�D� a2
2�D�

�
� Γ�1

c �N�D��NR�D� (51)

providedΓc��� is nonsingular. This property follows from the
column reducedness ofN�s�. In order to introduce a new input
ū (see (32)) on the basis of representation (49) solve (49) for
the highest time derivatives ofy f , which leads to

�
��κ1�

y f 1
�κ2�
y f 2



�� 1

detΓc�N�D��

�
γ22 �γ12

�γ21 γ11

�	�
u
z

�
�NR�D�y f



(52)

By comparing (49) with (52) it follows that the new input
�κ1�
y f 1�

ū can be introduced ifγ22 �� 0, i.e.
�κ2�
y f 2 has to appear in the

flatness based parameterization ofz (see (49)). The same holds

true for introducing
�κ2�
y f 2� ū, where

�κ1�
y f 1 has to appear in the

expression forz.

3 Disturbance rejection for nonlinear systems

3.1 Flatness of disturbed nonlinear systems

In this section the flatness based disturbance decoupling ap-
proach for linear systems is extended to the nonlinear case. The
nth order nonlinear system under consideration is given by the
state equation

ẋ � f �x�u�z� (53)

with one inputu and one disturbance inputz. In the following
it is assumed that rank∂ f �x�u�z�

∂�u�z� � 2� n and that the nonlinear
system (53) is flat with respect tou and z. Thus in light of
the definition of flatness in the introduction there exists a flat
outputy f �

�
y f 1 y f 2

�T

y f � Φ�x�u�z� u̇� ż� � � � �
�α�
u �

�α�
z � (54)

such that

x � ψx�y f � ẏ f � � � � �
�β�
y f � (55)

u � ψu�y f � ẏ f � � � � �
�β�1�

y f � (56)

z � ψz�y f � ẏ f � � � � �
�β�1�

y f � (57)

In contrast to linear systems there is no necessary and suffi-
cient condition to be known for flatness of nonlinear systems,
such that there exists no systematic method for constructing flat
outputs. However, in many cases it is possible to use physical
insight into the design problem to determine a flat output.

3.2 Disturbance decoupling for nonlinear systems

The problem of disturbance decoupling with disturbance
measurement for the system (53) amounts to finding a control
inputu, such that the output to be controlled

y � h�x� (58)

is completely uneffected by the measurable disturbancez. A
flatness based representation of the outputy in (58) is obtained
by inserting (55) in (58) giving

y � ψy�y f � ẏ f � � � � �
�β�
y f � (59)

As in the linear case the disturbance decoupling problem can be
solved by computing a flatness based feedforward controller.
This controller is obtained from (56)

ud � ψu�y f �d � ẏ f �d� � � � �
�β�1�
y f �d � (60)



and assures exact tracking of the trajectoryy f �d for appropriate
initial conditionsx�0� of system (53). In order to solve the
disturbance decoupling problem the trajectoryy f �d for the flat
outputy f has to satisfy

ψy�y f �d � ẏ f �d � � � � �
�β�

y f �d�
!
� yd (61)

such that with (57) the trajectoryy f �d follows from solving the
implicit differential equations

ψy�y f �d � ẏ f �d � � � � �
�β�

y f �d� � yd (62)

ψz�y f �d � ẏ f �d� � � � �
�β�1�
y f �d � � z (63)

where the trajectoryyd for y and the measured disturbancez are
inputs. Exact tracking and thus disturbance decoupling is only
feasible if

x�0� � ψx�y f �d�0�� ẏ f �d�0�� � � � �
�β�

y f �d �0�� (64)

holds. For an unbounded solutiony f �d of (62) and (63) one
must perform a suitable trajectory planning fory d in order to
ensure boundedness ofx andud . The flatness based solution of
the multivariable version of the disturbance decoupling prob-
lem considered in this section can be found in [8].

3.3 Asymptotic disturbance rejection for nonlinear
systems

If condition (64) does not hold one can achieve at least asymp-
totic disturbance rejection as defined in the beginning of Sec-
tion 2.3. For computing a flatness based tracking controller
which solves the asymptotic disturbance rejection problem, one
has to introduce a new input ¯u (see Section 2.3). To this end
consider (57) in the form

z � ψz�y f � ẏ f � � � � �
�β1�
y f 1�

�β2�
y f 2� (65)

Now let κi, i � 1�1�2, be the orders of the highest time deriva-
tives ofy f i appearing in (56) and in (65). Then by the discus-
sion in Section 2.4 it is reasonable that one can introduce the

new input
�κ1�
y f 1� ū if β2 � κ2 holds or the new input

�κ2�
y f 2� ū if

β1 � κ1 respectively. If both
�κ1�
y f 1 and

�κ2�
y f 2 appear in (65) one can

choose the new input ¯u arbitrarily provided the corresponding
highest time derivative appears in (56). In order to justify this
procedure assume thatβ2 � κ2 andβ1 � κ1, then according to

(65)
�κ2�
y f 2 is completely determined by system variables and can-

not be chosen as a new input. Since
�κ1�
y f 1 does not appear in (65)

it has to appear in (56) and can be introduced as new input. The

condition for introducing
�κ2�
y f 2 can be justified in the same way.

If both highest time derivatives of the flat output appear in (65)
it is assumed that at least one of them appears in (56), which
can be chosen as a new input.

In the following assume that
�κ1�
y f 1� ū has been chosen as new

input. Then in order to stabilize the tracking of the trajectory

y f 1�d one uses the error feedback (36) to assign the error dy-
namics (35). The resulting tracking controller reads

u � ψu�y f � ẏ f � � � � �
�κ1�1�
y f 1 � ū�

�κ2�
y f 2� (66)

in view of (56). By observing (61) and (65) the trajectoryy f 1�d

solving the asymptotic disturbance rejection problem is com-
puted from the trajectoryyd by the implicit differential equa-
tions

ψy�y f 1�d � ẏ f 1�d � � � � �
�κ1�1�
y f 1�d �y f 2� ẏ f 2� � � � �

�κ2�1�
y f 2 � � yd (67)

ψz�y f 1� ẏ f 1� � � � �
�κ1�1�
y f 1 � ū�y f 2� ẏ f 2� � � � �

�κ2�
y f 2� � z (68)

The control law (66) decouples they f 2-subsystem from the

controlledy f 1-subsystem
�κ1�
y f 1� ū resulting in a zero dynamics

for the closed loop system. This is better seen by introduc-
ing new states according to (39) and (40) to obtain the Byrnes
Isidori normal form

ξ̇ � Jκ1ξ � eκ1ū (69)

η̇ � q�η�ξ� ū�z� (70)

y f 1 � ξ1 (71)

where the nonlinear (κ2,1) vector functionq��� results from
solving (56) and (57) for the highest time derivatives ofy f .

It should be noted that ifκ1� κ2 � n holds, the tracking con-
troller (66) is a dynamic state feedback controller. However,
introducing dynamic elements in the controller can be circum-
vented by usingquasi-static state feedback (see [9] for details).

4 Example

Consider the following nonlinear system of order 3

ẋ1 � �2x1� x3� x2x3 (72)

ẋ2 � �3x2� x2
1� z (73)

ẋ3 � �x2� x3�u (74)

y � x1� x3 (75)

with one inputu and one disturbance inputz. The output to
be controlled is denoted byy. A flat outputy f for the system
(72)-(74) is given by

y f �
�
x1 x2

�T
(76)

sincex3, z andu can be expressed as

x3 �
ẏ f 1�2y f 1

1� y f 2
(77)

z � ẏ f 2�3y f 2� y2
f 1

� ψz�y f 1�y f 2� ẏ f 2� (78)

u �
1

1� y f 2

	
ÿ f 1�3ẏ f 1�2y f 1�

ẏ f 2�ẏ f 1�2y f 1�

1� y f 2



� y f 2

� ψu�y f 1� ẏ f 1� ÿ f 1�y f 2� ẏ f 2� (79)



In order to solve the asymptotic disturbance decoupling prob-
lem (Section 3.3) one has to introduce a new input ¯u. In view
of (78) the only possible choice is

ÿ f 1 � ū (80)

since ˙y f 2 in (78) cannot be chosen independently from the sys-
tem variables. With the error feedback

ū � ÿ f 1�d � ã1�ẏ f 1� ẏ f 1�d�� ã0�y f 1� y f 1�d� (81)

one assigns the dynamics

ë f 1� ã1ė f 1� ã0e f 1 � 0 (82)

to the tracking errore f 1 � y f 1� y f 1�d . The tracking controller
following from (79) reads

u � ψu�y f 1� ẏ f 1� ū�y f 2� ẏ f 2� (83)

This controller decouples a subsystem from the output be-
haviour related toy f 1. By introducing

ξ1 � y f 1� ξ2 � ẏ f 1� η � y f 2 (84)

this can be verified by looking at the corresponding Byrnes
Isidori normal form

ξ̇1 � ξ2 (85)

ξ̇2 � ū (86)

η̇ � �3η � ξ2
1� z (87)

y f 1 � ξ1 (88)

resulting from (78) and (80). Thus one has a linear and stable
(undriven) zero dynamics (87) driven by the disturbance input
z. The trajectoryy f 1�d solving the asymptotic disturbance de-
coupling problem is obtained from the trajectoryy d � 0 by

y �
3y f 1� y f 1y f 2� ẏ f 1

1� y f 2

!
� 0 (89)

where the flatness based parametrization ofy follows from
(75), (76) and (77). Relation (89) simplifies to

3y f 1� y f 1y f 2� ẏ f 1 � 0 (90)

for y f 2 �� �1. Since the tracking controller needs the second
time derivative ofy f 1�d (see (81)) one differentiates (90) with
respect to time giving with (87) the differential equations

ÿ f 1�d ��3�η�ẏ f 1�d ��ξ2
1� z�3η�y f 1�d � 0 (91)

η̇ �3η� ξ2
1� z � 0 (92)

to be solved fory f 1�d . A valid choice for the initial values of
(91) and (92) satisfying (90) is ˙y f 1�d�0� � y f 1�d�0� � 0.

5 Conclusions

In this contribution the disturbance decoupling and the asymp-
totic disturbance rejection for linear and nonlinear flat systems
with measurable disturbances was considered. By introducing
the disturbance input as an additional fictitious input a larger
class of linear and nonlinear systems can be treated within
the flatness based approach. In some cases the controller also
needs time derivatives of the measured disturbances. Then es-
timates for the time derivatives can be obtained by employing
standard filtering techniques (see e.g. [3]).
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