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#### Abstract

The aim of this paper is to study the force/position tracking problem of robot manipulators using the well-known hybrid/position control approach. It is shown that the robot system is closed-loop stable and that the desired force can always be reached. A systematic procedure of control synthesis is presented and stability conditions for the control parameters are derived. No velocity measurements are assumed to be available, so that a nonlinear observer is proposed.


## 1 INTRODUCTION

In many industrial applications, robot manipulators are required to make contact with the environment, for example when deburring, grinding or in assembling tasks. In these cases, it is necessary to control not only position but also the force exerted at the contact. Several approaches to control force and position have been proposed in the literature (see [11, 12] for an overview). Depending on the adopted model of contact force, these schemes can be classified as compliant [10], impedance [4] and constrained motion control [7]. On the other hand, control techniques that apply directly position and force feedback such as hybrid control [9], and parallel control [3] have also been developed. All these schemes require an environment model, either in controller designing or for stability proofs. Also, most control schemes make use of velocity measurements, which may not be available. For example, the approaches shown in $[1,5]$ developed a hybrid position/force control by dividing the problem in a force controller where the motion is constrained and by a tracking controller otherwise. In this note, we proposed a similar method but using only joint measurements.

The paper is organized as follows: Section 2 describes the robot manipulator-environment system. Section 3 presents the proposed controller and the stability analysis. Section 4 illustrates the performance of the proposed controller via experimental work. Finally, Section 5 presents some conclusions.

## 2 System model and properties

Consider a $n$ degrees of freedom rigid robot manipulator in contact with a smooth surface. In this case, the dynamics of the system is given by [8]

$$
\begin{align*}
\boldsymbol{H}(\boldsymbol{q}) \ddot{\boldsymbol{q}} & +\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{D} \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})  \tag{1}\\
& =\boldsymbol{\tau}+\boldsymbol{J}_{\varphi}^{\mathrm{T}}(\boldsymbol{q}) \boldsymbol{\lambda}
\end{align*}
$$

where $\boldsymbol{q} \in \mathbb{R}^{n}$ is the vector of generalized joint coordinates, $\boldsymbol{H}(\boldsymbol{q}) \in \mathbb{R}^{n \times n}$ is the symmetric positive definite inertia matrix, $\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}} \in \mathbb{R}^{n}$ is the vector of Coriolis and centrifugal torques, $\boldsymbol{g}(\boldsymbol{q}) \in \mathbb{R}^{n}$ is the vector of gravitational torques, $\boldsymbol{D} \in \mathbb{R}^{n \times n}$ is the positive semidefinite diagonal matrix accounting for joint viscous friction coefficients, $\tau \in \mathbb{R}^{n}$ is the vector of torques acting at the joints, and $\boldsymbol{\lambda} \in \mathbb{R}^{m}$ is the vector of Lagrange multipliers (physically represents the force applied at the contact point). $\boldsymbol{J}_{\varphi}(\boldsymbol{q})=\nabla \varphi(\boldsymbol{q}) \in \mathbb{R}^{m \times n}$ is assumed to be of full rank in this paper. $\boldsymbol{\nabla} \varphi(\boldsymbol{q})$ denotes the gradient of the object surface vector $\varphi \in \mathbb{R}^{m}$ which maps a vector onto the normal plane at the tangent plane that arises at the contact point described by

$$
\begin{equation*}
\varphi(\boldsymbol{q})=\mathbf{0} \tag{2}
\end{equation*}
$$

while $m$ is the number of constraints given by the surface.
Let us denote the largest (smallest) eigenvalue of a matrix by $\lambda_{\max }(\cdot)\left(\lambda_{\min }(\cdot)\right)$. The norm of an $n \times 1$ vector $\boldsymbol{x}$ is defined by $\|\boldsymbol{x}\| \triangleq \sqrt{\boldsymbol{x}^{\mathrm{T}} \boldsymbol{x}}$, while the norm of an $m \times n$ matrix $\boldsymbol{A}$ is the corresponding induced norm $\|\boldsymbol{A}\| \triangleq \sqrt{\lambda_{\max }\left(\boldsymbol{A}^{\mathrm{T}} \boldsymbol{A}\right)}$. By recalling that revolute joints are considered, the following properties can be established $[2,6,8]$ :

Property 2.1 The $\boldsymbol{H}(\boldsymbol{q})$ satisfies $\lambda_{\mathrm{h}}\|\boldsymbol{x}\|^{2} \leq \boldsymbol{x}^{\mathrm{T}} \boldsymbol{H} \boldsymbol{x} \leq$ $\lambda_{\mathrm{H}}\|\boldsymbol{x}\|^{2} \quad \forall \boldsymbol{q}, \boldsymbol{x} \in \mathbb{R}^{n}$, where $\lambda_{\mathrm{h}} \triangleq \min _{\forall \boldsymbol{q} \in \mathbb{R}^{n}} \lambda_{\min }(\boldsymbol{H})$, $\lambda_{\mathrm{H}} \triangleq \max _{\forall \boldsymbol{q} \in \mathbb{R}^{n}} \lambda_{\max }(\boldsymbol{H})$, and $0<\lambda_{\mathrm{h}} \leq \lambda_{\mathrm{H}}<\infty$.

Property 2.2 With a proper definition of $\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}}), \dot{\boldsymbol{H}}(\boldsymbol{q})$ $2 \boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is skew-symmetric.

Property 2.3 The vector $\boldsymbol{C}(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}$ satisfies $\boldsymbol{C}(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}=$ $\boldsymbol{C}(\boldsymbol{q}, \boldsymbol{y}) \boldsymbol{x} \forall \boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$

Property 2.4 It is satisfied $\|\boldsymbol{C}(\boldsymbol{q}, \boldsymbol{x})\| \leq k_{\mathrm{c}}\|\boldsymbol{x}\|$ with $0<$ $k_{\mathrm{c}}<\infty$, and $\forall \boldsymbol{x} \in \mathbb{R}^{n}$

Property $2.5 \dot{\boldsymbol{q}}$ can be written as

$$
\begin{align*}
\dot{\boldsymbol{q}} & =\dot{\boldsymbol{q}}+\left(\boldsymbol{J}_{\varphi}^{+} \boldsymbol{J}_{\varphi} \dot{\boldsymbol{q}}-\boldsymbol{J}_{\varphi}^{+} \boldsymbol{J}_{\varphi} \dot{\boldsymbol{q}}\right)  \tag{3}\\
& =\left(\boldsymbol{I}_{n \times n}-\boldsymbol{J}_{\varphi}^{+} \boldsymbol{J}_{\varphi}\right) \dot{\boldsymbol{q}}+\boldsymbol{J}_{\varphi}^{+} \boldsymbol{J}_{\varphi} \dot{\boldsymbol{q}} \\
& \triangleq \boldsymbol{Q}(\boldsymbol{q}) \dot{\boldsymbol{q}}+\boldsymbol{J}_{\varphi}^{+}(\boldsymbol{q}) \dot{\boldsymbol{p}}
\end{align*}
$$

where $\boldsymbol{J}_{\varphi}^{+}=\boldsymbol{J}_{\varphi}^{\mathrm{T}}\left(\boldsymbol{J}_{\varphi} \boldsymbol{J}_{\varphi}^{\mathrm{T}}\right)^{-1} \in \mathbb{R}^{n \times m}$ stands for the Penrose's pseudoinverse and $\boldsymbol{Q} \in \mathbb{R}^{n \times n}$ satisfies $\operatorname{rank}(\boldsymbol{Q})=$ $n-m$. These two matrices are orthogonal, i.e. $\boldsymbol{Q} \boldsymbol{J}_{\varphi}^{+}=\boldsymbol{O}$ (and $\left.\boldsymbol{Q} \boldsymbol{J}_{\varphi}^{\mathrm{T}}=\boldsymbol{O}\right) . \quad \dot{\boldsymbol{p}}=\boldsymbol{J}_{\varphi} \dot{\boldsymbol{q}} \in \mathbb{R}^{m}$ is the so called constrained velocity. Note that

$$
\begin{equation*}
\dot{\boldsymbol{p}}=\mathbf{0} \quad \text { and } \quad \boldsymbol{p}=\mathbf{0} \tag{4}
\end{equation*}
$$

$\boldsymbol{p}$ is called the constrained position.

## 3 Control with velocity estimation

## Control Law

In this section, the tracking control problem of a cooperative system of rigid robots is studied. Consider model (1) and define the tracking and observation errors as

$$
\begin{align*}
\tilde{\boldsymbol{q}} & \triangleq \boldsymbol{q}-\boldsymbol{q}_{\mathrm{d}}  \tag{5}\\
\boldsymbol{z} & \triangleq \boldsymbol{q}-\hat{\boldsymbol{q}} \tag{6}
\end{align*}
$$

where $\boldsymbol{q}_{\mathrm{d}}$ is a desired smooth bounded trajectory satisfying constraint (2), and ( $\cdot$ ) represents the estimated value of $(\cdot)$. Other error definitions are

$$
\begin{align*}
& \Delta \boldsymbol{p} \triangleq \boldsymbol{p}-\boldsymbol{p}_{\mathrm{d}}  \tag{7}\\
& \Delta \boldsymbol{\lambda} \triangleq \boldsymbol{\lambda}-\boldsymbol{\lambda}_{\mathrm{d}} \tag{8}
\end{align*}
$$

where $\boldsymbol{p}_{\mathrm{d}}$ is the desired constrained position which satisfies equation (4). $\boldsymbol{\lambda}_{d}$ is the desired force to be applied by each finger on the constrained surface. Other useful definitions are

$$
\begin{align*}
\dot{\boldsymbol{q}}_{\mathrm{r}} & \triangleq \boldsymbol{Q}(\boldsymbol{q})\left(\dot{\boldsymbol{q}}_{\mathrm{d}}-\boldsymbol{\Lambda}\left(\hat{\boldsymbol{q}}-\boldsymbol{q}_{\mathrm{d}}\right)\right)  \tag{9}\\
& +\boldsymbol{J}_{\varphi}^{+}(\boldsymbol{q})\left(\dot{\boldsymbol{p}}_{\mathrm{d}}-\beta \Delta \boldsymbol{p}+\boldsymbol{\xi} \Delta \boldsymbol{F}\right) \\
\boldsymbol{s} & \triangleq \dot{\boldsymbol{q}}-\dot{\boldsymbol{q}}_{\mathrm{r}}  \tag{10}\\
& =\boldsymbol{Q}(\boldsymbol{q})\left(\dot{\tilde{\boldsymbol{q}}}+\boldsymbol{\Lambda}\left(\hat{\boldsymbol{q}}-\boldsymbol{q}_{\mathrm{d}}\right)\right) \\
& +\boldsymbol{J}_{\varphi}^{+}(\boldsymbol{q})(\Delta \dot{\boldsymbol{p}}+\beta \Delta \boldsymbol{p}-\boldsymbol{\xi} \Delta \boldsymbol{F}) \\
& \triangleq \boldsymbol{s}_{\mathrm{p}}+\boldsymbol{s}_{\mathrm{f}} \\
\Delta \boldsymbol{F} & \triangleq \int_{0}^{t} \Delta \boldsymbol{\lambda}(\vartheta) \mathrm{d} \vartheta \tag{11}
\end{align*}
$$

where $\boldsymbol{\Lambda} \in \mathbb{R}^{n \times n}, \boldsymbol{\xi} \in \mathbb{R}^{m \times m}$ are diagonal positive definite matrices, and $\beta$ is a positive constant. Note that $s_{\mathrm{p}}$ and
$s_{\mathrm{f}}$ are orthogonal vectors, and that $s$ can also be written as

$$
\begin{align*}
s & =\boldsymbol{Q}(\boldsymbol{q})(\dot{\tilde{\boldsymbol{q}}}+\boldsymbol{\Lambda} \tilde{\boldsymbol{q}}-\boldsymbol{\Lambda} \boldsymbol{z})  \tag{12}\\
& +\boldsymbol{J}_{\varphi}^{+}(\boldsymbol{q})(\Delta \dot{\boldsymbol{p}}+\beta \Delta \boldsymbol{p}-\boldsymbol{\xi} \Delta \boldsymbol{F})
\end{align*}
$$

Let us analyze $\ddot{\boldsymbol{q}}_{\mathrm{r}}$. This quantity is given by

$$
\begin{align*}
\ddot{\boldsymbol{q}}_{\mathrm{r}} & \triangleq \dot{\boldsymbol{Q}}(\boldsymbol{q})\left(\dot{\boldsymbol{q}}_{\mathrm{d}}-\boldsymbol{\Lambda}\left(\hat{\boldsymbol{q}}-\boldsymbol{q}_{\mathrm{d}}\right)\right)  \tag{13}\\
& +\dot{\boldsymbol{J}}_{\varphi}^{+}(\boldsymbol{q})\left(\dot{\boldsymbol{p}}_{\mathrm{d}}-\beta \Delta \boldsymbol{p}+\boldsymbol{\xi} \Delta \boldsymbol{F}\right) \\
& +\boldsymbol{Q}(\boldsymbol{q})\left(\ddot{\boldsymbol{q}}_{\mathrm{d}}-\boldsymbol{\Lambda}\left(\dot{\hat{\boldsymbol{q}}}-\dot{\boldsymbol{q}}_{\mathrm{d}}\right)\right) \\
& +\boldsymbol{J}_{\varphi}^{+}(\boldsymbol{q})\left(\ddot{\boldsymbol{p}}_{\mathrm{d}}-\beta\left(\dot{\boldsymbol{p}}-\dot{\boldsymbol{p}}_{\mathrm{d}}\right)+\boldsymbol{\xi} \Delta \boldsymbol{\lambda}\right) .
\end{align*}
$$

As it will be shown later, $\ddot{\boldsymbol{q}}_{\mathrm{r}}$ is necessary to implement the controller and the observer. However, this quantity is not available since $\dot{\boldsymbol{q}}$ is not measurable. In order to overcome this drawback, let us consider $\boldsymbol{Q}(\boldsymbol{q}) \in \mathbb{R}^{n \times n}$. Then you have

$$
\dot{\boldsymbol{Q}}(\boldsymbol{q})=\left[\begin{array}{ccc}
\frac{\partial a_{11}(\boldsymbol{q})}{\partial \boldsymbol{q}} \dot{\boldsymbol{q}} & \cdots & \frac{\partial a_{1 n}(\boldsymbol{q})}{\partial \boldsymbol{q}} \dot{\boldsymbol{q}}  \tag{14}\\
\vdots & & \vdots \\
\frac{\partial a_{n 1}(\boldsymbol{q})}{\partial \boldsymbol{q}} \dot{\boldsymbol{q}} & \cdots & \frac{\partial a_{n n}(\boldsymbol{q})}{\partial \boldsymbol{q}} \dot{\boldsymbol{q}}
\end{array}\right]
$$

where $a_{\alpha \beta}$ is the $\alpha \beta$ element of $\boldsymbol{Q}(\boldsymbol{q})$. Based on equation (14), considered the following definition

$$
\dot{\hat{\boldsymbol{Q}}}(\boldsymbol{q}) \triangleq\left[\begin{array}{ccc}
\frac{\partial a_{11}(\boldsymbol{q})}{\partial \boldsymbol{q}} \dot{\boldsymbol{q}}_{\circ} & \cdots & \frac{\partial a_{1 n}(\boldsymbol{q})}{\partial \boldsymbol{q}} \dot{\boldsymbol{q}}_{\circ}  \tag{15}\\
\vdots & & \vdots \\
\frac{\partial a_{n 1}(\boldsymbol{q})}{\partial \boldsymbol{q}} \dot{\boldsymbol{q}}_{\circ} & \cdots & \frac{\partial a_{n n}(\boldsymbol{q})}{\partial \boldsymbol{q}} \dot{\boldsymbol{q}}_{\mathrm{o}}
\end{array}\right]
$$

with

$$
\begin{equation*}
\dot{\boldsymbol{q}}_{\mathrm{o}} \triangleq \dot{\hat{\boldsymbol{q}}}-\boldsymbol{\Lambda} \boldsymbol{z} \tag{16}
\end{equation*}
$$

Then, one can compute

$$
\begin{align*}
\dot{\overline{\boldsymbol{Q}}}(\boldsymbol{r}) & \triangleq \dot{\boldsymbol{Q}}(\boldsymbol{q})-\dot{\hat{\boldsymbol{Q}}}\left(\dot{\boldsymbol{q}}_{\circ}\right)  \tag{17}\\
& =\left[\begin{array}{ccc}
\frac{\partial a_{11}(\boldsymbol{q})}{\partial \boldsymbol{q}} \boldsymbol{r} & \cdots & \frac{\partial a_{1 n}(\boldsymbol{q})}{\partial \boldsymbol{q}} \boldsymbol{r} \\
\vdots & & \vdots \\
\frac{\partial a_{n 1}(\boldsymbol{q})}{\partial \boldsymbol{q}} \boldsymbol{r} & \cdots & \frac{\partial a_{n n}(\boldsymbol{q})}{\partial \boldsymbol{q}} \boldsymbol{r}
\end{array}\right]
\end{align*}
$$

where

$$
\begin{equation*}
r \triangleq \dot{\boldsymbol{q}}-\dot{\boldsymbol{q}}_{\mathrm{o}}=\dot{z}+\boldsymbol{\Lambda} \boldsymbol{z} \tag{18}
\end{equation*}
$$

In view of equation (15), we proposed the following substitution for $\ddot{\boldsymbol{q}}_{\mathrm{r}}$

$$
\begin{align*}
\ddot{\hat{\boldsymbol{q}}}_{\mathrm{r}} & \triangleq \dot{\hat{\boldsymbol{Q}}}(\boldsymbol{q})\left(\dot{\boldsymbol{q}}_{\mathrm{d}}-\boldsymbol{\Lambda}\left(\hat{\boldsymbol{q}}-\boldsymbol{q}_{\mathrm{d}}\right)\right)  \tag{19}\\
& +\dot{\hat{\boldsymbol{J}}}_{\varphi}^{+}(\boldsymbol{q})\left(\dot{\boldsymbol{p}}_{\mathrm{d}}-\beta \Delta \boldsymbol{p}+\boldsymbol{\xi} \Delta \boldsymbol{F}\right) \\
& +\boldsymbol{Q}(\boldsymbol{q})\left(\ddot{\boldsymbol{q}}_{\mathrm{d}}-\boldsymbol{\Lambda}\left(\dot{\hat{\boldsymbol{q}}}-\dot{\boldsymbol{q}}_{\mathrm{d}}\right)\right) \\
& +\boldsymbol{J}_{\varphi}^{+}(\boldsymbol{q})\left(\ddot{\boldsymbol{p}}_{\mathrm{d}}-\beta\left(\boldsymbol{J}_{\varphi}(\boldsymbol{q}) \dot{\boldsymbol{q}}_{\mathrm{o}}-\dot{\boldsymbol{p}}_{\mathrm{d}}\right)+\boldsymbol{\xi} \Delta \boldsymbol{\lambda}\right)
\end{align*}
$$

where $\dot{\hat{\boldsymbol{J}}}_{\varphi}^{+}(\boldsymbol{q})$ is defined in the same fashion as $\dot{\hat{\boldsymbol{Q}}}(\boldsymbol{q})$ in equation (15). After some manipulation, it is possible to get

$$
\begin{equation*}
\ddot{\hat{\boldsymbol{q}}}_{\mathrm{r}}=\ddot{\boldsymbol{q}}_{\mathrm{r}}+\boldsymbol{e}(\boldsymbol{r}) \tag{20}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{e}(\boldsymbol{r}) & \triangleq-\dot{\overline{\boldsymbol{Q}}}(\boldsymbol{q})\left(\dot{\boldsymbol{q}}_{\mathrm{d}}-\boldsymbol{\Lambda}\left(\hat{\boldsymbol{q}}-\boldsymbol{q}_{\mathrm{d}}\right)\right)  \tag{21}\\
& -\dot{\overline{\boldsymbol{J}}}_{\varphi}^{+}(\boldsymbol{q})\left(\dot{\boldsymbol{p}}_{\mathrm{d}}-\beta \Delta \boldsymbol{p}+\boldsymbol{\xi} \Delta \boldsymbol{F}\right) \\
& +\beta \boldsymbol{J}_{\varphi}^{+}(\boldsymbol{q}) \boldsymbol{J}_{\varphi}(\boldsymbol{q}) \boldsymbol{r} .
\end{align*}
$$

The proposed controller is then given by

$$
\begin{align*}
\boldsymbol{\tau} & \triangleq \boldsymbol{H}(\boldsymbol{q}) \ddot{\boldsymbol{\boldsymbol { q }}}_{\mathrm{r}}+\boldsymbol{C}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}_{\mathrm{r}}\right) \dot{\boldsymbol{q}}_{\mathrm{r}}  \tag{22}\\
& +\boldsymbol{D} \dot{\boldsymbol{q}}_{\mathrm{R}}+\boldsymbol{g}(\boldsymbol{q}) \\
& -\boldsymbol{K}_{\mathrm{R}}\left(\dot{\boldsymbol{q}}_{\mathrm{o}}-\dot{\boldsymbol{q}}_{\mathrm{r}}\right)-\boldsymbol{J}_{\varphi}^{\mathrm{T}}(\boldsymbol{q})\left(\boldsymbol{\lambda}_{\mathrm{d}}-k_{\mathrm{f}} \Delta \boldsymbol{F}\right)
\end{align*}
$$

where $\boldsymbol{K}_{\mathrm{r}} \in \mathbb{R}^{n \times n}$ is a diagonal positive definite matrix and $k_{\mathrm{f}}$ is a positive constant. Note that from equations (10) and (18) it is $\dot{\boldsymbol{q}}_{\mathrm{o}}-\dot{\boldsymbol{q}}_{\mathrm{r}}=\boldsymbol{s}-\boldsymbol{r}$. Thus, from equation (20) one gets

$$
\begin{align*}
\boldsymbol{\tau} & =\boldsymbol{H}(\boldsymbol{q})\left(\ddot{\boldsymbol{q}}_{\mathrm{r}}+\boldsymbol{e}(\boldsymbol{r})\right)+\boldsymbol{C}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}_{\mathrm{r}}\right) \dot{\boldsymbol{q}}_{\mathrm{r}}  \tag{23}\\
& +\boldsymbol{D} \dot{\boldsymbol{q}}_{\mathrm{R}}+\boldsymbol{g}(\boldsymbol{q}) \\
& -\boldsymbol{K}_{\mathrm{R}}(\boldsymbol{s}-\boldsymbol{r})-\boldsymbol{J}_{\varphi}^{\mathrm{T}}(\boldsymbol{q})\left(\boldsymbol{\lambda}_{\mathrm{d}}-k_{\mathrm{f}} \Delta \boldsymbol{F}\right) .
\end{align*}
$$

Substituting equation (23) into (1), one can compute the closed loop dynamics after some manipulation as

$$
\begin{align*}
\boldsymbol{H}(\boldsymbol{q}) \dot{\boldsymbol{s}} & =-\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \boldsymbol{s}-\boldsymbol{K}_{\mathrm{DR}} \boldsymbol{s}  \tag{24}\\
& +\boldsymbol{H}(\boldsymbol{q}) \boldsymbol{e}(\boldsymbol{r})-\boldsymbol{C}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}_{\mathrm{r}}\right) \boldsymbol{s} \\
& +\boldsymbol{K}_{\mathrm{R}} \boldsymbol{r}+\boldsymbol{J}_{\varphi}^{\mathrm{T}}(\boldsymbol{q})\left(\Delta \boldsymbol{\lambda}+k_{\mathrm{f}} \Delta \boldsymbol{F}\right),
\end{align*}
$$

where $\boldsymbol{K}_{\mathrm{DR}} \triangleq \boldsymbol{K}_{\mathrm{R}}+\boldsymbol{D}$. In order to get equation (24), Property 2.3 has been used.

Observer definition
The proposed dynamics of the observer is given by

$$
\begin{align*}
\dot{\hat{\boldsymbol{q}}} & =\dot{\hat{\boldsymbol{q}}}_{\mathrm{o}}+\boldsymbol{\Lambda} \boldsymbol{z}+k_{\mathrm{d}} \boldsymbol{z}  \tag{25}\\
\ddot{\hat{\boldsymbol{q}}}_{\mathrm{o}} & =\ddot{\hat{\boldsymbol{q}}}_{\mathrm{r}}+k_{\mathrm{d}} \boldsymbol{\Lambda} \boldsymbol{z}  \tag{26}\\
& +\boldsymbol{H}^{-1}(\boldsymbol{q}) \boldsymbol{J}_{\varphi}^{\mathrm{T}}(\boldsymbol{q})\left(\Delta \boldsymbol{\lambda}+k_{\mathrm{f}} \Delta \boldsymbol{F}\right),
\end{align*}
$$

where $k_{\mathrm{d}}$ is a positive constant. Note that equation (26) can be rewritten as

$$
\begin{align*}
\ddot{\hat{\boldsymbol{q}}}_{\mathrm{o}} & =\ddot{\boldsymbol{q}}_{\mathrm{r}}+\boldsymbol{e}(\boldsymbol{r})+k_{\mathrm{d}} \boldsymbol{\Lambda} \boldsymbol{z}  \tag{27}\\
& +\boldsymbol{H}^{-1}(\boldsymbol{q}) \boldsymbol{J}_{\varphi}^{\mathrm{T}}(\boldsymbol{q})\left(\Delta \boldsymbol{\lambda}+k_{\mathrm{f}} \Delta \boldsymbol{F}\right)
\end{align*}
$$

Now, from equation (25) you have

$$
\begin{equation*}
\ddot{\hat{\boldsymbol{q}}}_{\mathrm{o}}=\ddot{\hat{\boldsymbol{q}}}-\boldsymbol{\Lambda} \dot{\boldsymbol{z}}-k_{\mathrm{d}} \dot{\boldsymbol{z}} . \tag{28}
\end{equation*}
$$

Thus, from equation (27) one has

$$
\begin{align*}
\dot{\boldsymbol{s}} & =\dot{\boldsymbol{r}}+k_{\mathrm{d}} \boldsymbol{r}+\boldsymbol{e}(\boldsymbol{r})  \tag{29}\\
& +\boldsymbol{H}^{-1}(\boldsymbol{q}) \boldsymbol{J}_{\varphi}^{\mathrm{T}}(\boldsymbol{q})\left(\Delta \boldsymbol{\lambda}+k_{\mathrm{f}} \Delta \boldsymbol{F}\right)
\end{align*}
$$

By multiplying both sides of equation (29) by $\boldsymbol{H}(\boldsymbol{q})$, and by taking into account equation (24) one gets

$$
\begin{align*}
\boldsymbol{H}(\boldsymbol{q}) \dot{\boldsymbol{r}} & =-\boldsymbol{H}_{\mathrm{rd}} \boldsymbol{r}-\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \boldsymbol{s}  \tag{30}\\
& -\boldsymbol{C}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}_{\mathrm{r}}\right) \boldsymbol{s}-\boldsymbol{K}_{\mathrm{DR}} \boldsymbol{s},
\end{align*}
$$

where $\boldsymbol{H}_{\mathrm{rd}} \triangleq k_{\mathrm{d}} \boldsymbol{H}(\boldsymbol{q})-\boldsymbol{K}_{\mathrm{R}}$. Finally, by using Property 2.3 again and after some manipulation, it is

$$
\begin{align*}
\boldsymbol{H}(\boldsymbol{q}) \dot{\boldsymbol{r}} & =-\boldsymbol{H}_{\mathrm{rd}} \boldsymbol{r}-\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \boldsymbol{r}  \tag{31}\\
& -\boldsymbol{C}\left(\boldsymbol{q}, \boldsymbol{s}+2 \dot{\boldsymbol{q}}_{\mathrm{r}}\right) \boldsymbol{s} \\
& +\boldsymbol{C}\left(\boldsymbol{q}, \boldsymbol{s}+\dot{\boldsymbol{q}}_{\mathrm{r}}\right) \boldsymbol{r}-\boldsymbol{K}_{\mathrm{DR}} \boldsymbol{s}
\end{align*}
$$

Now, let us define

$$
\boldsymbol{x} \triangleq\left[\begin{array}{lll}
\boldsymbol{s}^{\mathrm{T}} & \boldsymbol{r}^{\mathrm{T}} & \Delta \boldsymbol{F}^{\mathrm{T}} \tag{32}
\end{array}\right]^{\mathrm{T}}
$$

as state for (11), (24), and (31), and consider for each $\boldsymbol{x}$ a ball given by

$$
\begin{equation*}
S_{\mathrm{a}}=\{\boldsymbol{x}:\|\boldsymbol{x}\| \leq a\} \tag{33}
\end{equation*}
$$

For any $\boldsymbol{x}$ in the ball (33), $\boldsymbol{s}, \boldsymbol{r}$, and $\Delta \boldsymbol{F}$ are bounded. In view of the definition (18), one has that both $\boldsymbol{z}$, and $\dot{\boldsymbol{z}}$ are bounded. However, $\tilde{\boldsymbol{q}}$ and $\dot{\tilde{\boldsymbol{q}}}$ require more attention. Recall from equation (12) that $s$ is given by

$$
\begin{aligned}
s & =\boldsymbol{Q}(\boldsymbol{q})(\dot{\tilde{\boldsymbol{q}}}+\boldsymbol{\Lambda} \tilde{\boldsymbol{q}}-\boldsymbol{\Lambda} \boldsymbol{z}) \\
& +\boldsymbol{J}_{\varphi}^{+}(\boldsymbol{q})(\Delta \dot{\boldsymbol{p}}+\beta \Delta \boldsymbol{p}-\boldsymbol{\xi} \Delta \boldsymbol{F}) .
\end{aligned}
$$

By assumption, the finger joints are revolute, thus meaning that both $\boldsymbol{Q}(\boldsymbol{q})$ and $\boldsymbol{J}_{\varphi}^{+}(\boldsymbol{q})$ are bounded. Also, $\boldsymbol{p}$, $\dot{\boldsymbol{p}}, \boldsymbol{p}_{\mathrm{d}}$ and $\dot{\boldsymbol{p}}_{\mathrm{d}}$ must be zero in view of Property 2.5, and constraint (4). This means that

$$
\begin{equation*}
\boldsymbol{Q}(\boldsymbol{q})(\dot{\tilde{\boldsymbol{q}}}+\boldsymbol{\Lambda} \tilde{\boldsymbol{q}}) \tag{34}
\end{equation*}
$$

must be bounded. Since $\boldsymbol{Q}(\boldsymbol{q})$ is not a full rank matrix, in general one cannot conclude that $\dot{\tilde{\boldsymbol{q}}}+\boldsymbol{\Lambda} \tilde{\boldsymbol{q}}$ is bounded. However, it can be shown that, if the desired region of attraction $a$ in (33) is small enough, then the boundedness of (34) does not only guarantee that both $\dot{\tilde{\boldsymbol{q}}}$, and $\tilde{\boldsymbol{q}}$ are bounded, but also that they will tend to zero if (34) tends to zero $[6,8]$. This assumption means that $\tilde{\boldsymbol{q}}$, and $\dot{\tilde{\boldsymbol{q}}}$ are bounded if $\boldsymbol{x}$ is bounded and small enough. Finally, in view of the fact that $\dot{\boldsymbol{q}}_{\mathrm{d}}$ must be bounded, if $\boldsymbol{x}$ belongs to (33), then from definition (21) there must exist a constant

$$
\begin{equation*}
M_{\mathrm{e}} \triangleq M_{\mathrm{e}}(a) \tag{35}
\end{equation*}
$$

such that

$$
\begin{equation*}
\|\boldsymbol{e}(\boldsymbol{r})\| \leq M_{\mathrm{e}}\|\boldsymbol{r}\|<\infty \tag{36}
\end{equation*}
$$

holds. We define the following Lyapunov function for system (11), (24), and (31)

$$
\begin{equation*}
V(\boldsymbol{x})=\frac{1}{2} \boldsymbol{x}^{\mathrm{T}} \boldsymbol{M} \boldsymbol{x} \tag{37}
\end{equation*}
$$

where $\boldsymbol{M} \triangleq$ block $\operatorname{diag}\{\boldsymbol{H}(\boldsymbol{q}), \quad \boldsymbol{H}(\boldsymbol{q}), \quad \boldsymbol{\xi}\}$, and $V(\boldsymbol{x})$ satisfies

$$
\begin{equation*}
\lambda_{1}\|\boldsymbol{x}\|^{2} \leq V(t) \leq \lambda_{2}\|\boldsymbol{x}\|^{2} \tag{38}
\end{equation*}
$$

with

$$
\begin{align*}
& \lambda_{1} \triangleq \frac{1}{2} \min _{\forall \boldsymbol{q} \in \mathbb{R}^{n}} \lambda_{\min }(\boldsymbol{M})  \tag{39}\\
& \lambda_{2} \triangleq \frac{1}{2} \max _{\forall \boldsymbol{q} \in \mathbb{R}^{n}} \lambda_{\max }(\boldsymbol{M})
\end{align*}
$$

Next, we analyze the stability properties of our controlobserver approach.

Theorem 3.1 Consider the cooperative system dynamic given by equations (1) and (2), in closed loop with the control law (22) and the observer (25)-(26), where $\boldsymbol{q}_{\mathrm{d}}$, and $\boldsymbol{p}_{\mathrm{d}}$ are the desired bounded joint and constrained positions, whose derivatives $\dot{\boldsymbol{q}}_{\mathrm{d}}, \ddot{\boldsymbol{q}}_{\mathrm{d}}, \dot{\boldsymbol{p}}_{\mathrm{d}}$, and $\ddot{\boldsymbol{p}}_{\mathrm{d}}$ are also bounded, and they all satisfy constraint (4). Consider also equation (39), and a given region of attraction defined by equation (33), where the bound $a$ is chosen small enough so that if

$$
\begin{equation*}
\|\boldsymbol{x}\| \leq x_{\max } \tag{40}
\end{equation*}
$$

with

$$
\begin{equation*}
x_{\max } \triangleq \sqrt{\frac{\lambda_{2}}{\lambda_{1}}} a \tag{41}
\end{equation*}
$$

then the boundedness of equation (34) does not only guarantee that both $\dot{\tilde{\boldsymbol{q}}}$, and $\tilde{\boldsymbol{q}}$ are bounded, but also that they will tend to zero if equation (34) tends to zero. Then, asymptotic stability of tracking, observation and force errors arise, i.e.

$$
\begin{align*}
\lim _{t \rightarrow \infty} \dot{\tilde{\boldsymbol{q}}} & =\mathbf{0} \quad \lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}=\mathbf{0} \quad \lim _{t \rightarrow \infty} \dot{\boldsymbol{z}}=\mathbf{0}  \tag{42}\\
\lim _{t \rightarrow \infty} \boldsymbol{z} & =\mathbf{0} \quad \lim _{t \rightarrow \infty} \Delta \boldsymbol{\lambda}=\mathbf{0}
\end{align*}
$$

if the following conditions are satisfied

$$
\begin{align*}
\lambda_{\min }\left(\boldsymbol{K}_{\mathrm{R}}\right) & >\mu_{1}+1  \tag{43}\\
k_{\mathrm{d}} & >\frac{\lambda_{\max }\left(\boldsymbol{K}_{\mathrm{R}}\right)+\alpha}{\lambda_{\mathrm{H}}}, \tag{44}
\end{align*}
$$

where $\alpha=\mu_{2}+\frac{1}{4}\left(\lambda_{\mathrm{d}}+\mu_{3}+\mu_{4}\right)^{2}$, and

$$
\begin{align*}
\mu_{1} & \triangleq \max _{\|\boldsymbol{x}\| \leq x_{\max }}\left\|\boldsymbol{C}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}_{\mathrm{r}}\right)\right\|  \tag{45}\\
\mu_{2} & \triangleq \max _{\|\boldsymbol{x}\| \leq x_{\max }}\left\|\boldsymbol{C}\left(\boldsymbol{q}, \boldsymbol{s}+\dot{\boldsymbol{q}}_{\mathrm{r}}\right)\right\|  \tag{46}\\
\mu_{3} & \triangleq \max _{\|\boldsymbol{x}\| \leq x_{\max }}\left\|\boldsymbol{C}\left(\boldsymbol{q}, \boldsymbol{s}+2 \dot{\boldsymbol{q}}_{\mathrm{r}}\right)\right\|  \tag{47}\\
\mu_{4} & \triangleq M_{\mathrm{e}}\left(x_{\max }\right) \lambda_{\mathrm{H}}  \tag{48}\\
\lambda_{\mathrm{d}} & \triangleq \lambda_{\max }(\boldsymbol{D}) \tag{49}
\end{align*}
$$

where equation (35), and Properties 2.1 and 2.4 have been used.

Proof: Rewrite equation (37) as

$$
\begin{align*}
V(\boldsymbol{x}) & =\frac{1}{2} \boldsymbol{s}^{\mathrm{T}} \boldsymbol{H}(\boldsymbol{q}) \boldsymbol{s}+\frac{1}{2} \boldsymbol{r}^{\mathrm{T}} \boldsymbol{H}(\boldsymbol{q}) \boldsymbol{r}  \tag{50}\\
& +\frac{1}{2} \Delta \boldsymbol{F}^{\mathrm{T}} \boldsymbol{\xi} \Delta \boldsymbol{F} .
\end{align*}
$$

By using Properties 2.2 and 2.5, the derivative of (50) along (11), (24), and (31) can be computed as

$$
\begin{align*}
\dot{V}(\boldsymbol{x}) & =-k_{\mathrm{f}} \Delta \boldsymbol{F}^{\mathrm{T}} \boldsymbol{\xi} \Delta \boldsymbol{F}-\boldsymbol{s}^{\mathrm{T}} \boldsymbol{K}_{\mathrm{DR}} \boldsymbol{s}  \tag{51}\\
& -\boldsymbol{r}^{\mathrm{T}} \boldsymbol{H}_{\mathrm{rd}} \boldsymbol{r}-\boldsymbol{s}^{\mathrm{T}} \boldsymbol{C}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}_{\mathrm{r}}\right) \boldsymbol{s} \\
& +\boldsymbol{r}^{\mathrm{T}} \boldsymbol{C}\left(\boldsymbol{q}, \boldsymbol{s}+\dot{\boldsymbol{q}}_{\mathrm{r}}\right) \boldsymbol{r} \\
& -\boldsymbol{r}^{\mathrm{T}} \boldsymbol{D} \boldsymbol{s}-\boldsymbol{r}^{\mathrm{T}} \boldsymbol{C}\left(\boldsymbol{q}, \boldsymbol{s}+2 \dot{\boldsymbol{q}}_{\mathrm{r}}\right) \boldsymbol{s} \\
& +\boldsymbol{s}^{\mathrm{T}} \boldsymbol{H}(\boldsymbol{q}) \boldsymbol{e}(\boldsymbol{r}) .
\end{align*}
$$

Since $\boldsymbol{x}(0)$ is in region (33), there must exist a time greater than zero such that

$$
\begin{aligned}
\dot{V}(\boldsymbol{x}) & \leq-k_{\mathrm{f}} \lambda_{\min }(\boldsymbol{\xi})\|\Delta \boldsymbol{F}\|^{2} \\
& -\left(\lambda_{\min }\left(\boldsymbol{K}_{\mathrm{R}}\right)-\mu_{1}\right)\|\boldsymbol{s}\|^{2} \\
& -\left(k_{\mathrm{d}} \lambda_{\mathrm{H} i}-\lambda_{\max }\left(\boldsymbol{K}_{\mathrm{R}}\right)-\mu_{2}\right)\|\boldsymbol{r}\|^{2} \\
& +\left(\mu_{3}+\mu_{4}+\lambda_{\mathrm{d}}\right)\|\boldsymbol{s}\|\|\boldsymbol{r}\|
\end{aligned}
$$

is valid. By taking conditions (43)-(44) into account, one concludes that $\dot{V}(\boldsymbol{x}) \leq 0 \forall t \geq 0$, and that $\dot{V}(\boldsymbol{x})=0$ only if $\boldsymbol{x}=\mathbf{0}$. Thus, $\boldsymbol{x} \rightarrow \mathbf{0}$. From definition (18) one has directly

$$
\lim _{t \rightarrow \infty} z=\mathbf{0} \quad \lim _{t \rightarrow \infty} \dot{z}=\mathbf{0}
$$

On the other hand, since $\boldsymbol{s} \rightarrow \mathbf{0}$, both $\boldsymbol{s}_{\mathrm{p}}$, and $\boldsymbol{s}_{\mathrm{f}}$ defined in equation (10) tend to zero as well. Since

$$
\begin{aligned}
\boldsymbol{J}_{\varphi}(\boldsymbol{q}) \boldsymbol{s} & =\boldsymbol{J}_{\varphi}(\boldsymbol{q}) \boldsymbol{Q}(\boldsymbol{q})(\dot{\tilde{\boldsymbol{q}}}+\boldsymbol{\Lambda} \tilde{\boldsymbol{q}}-\boldsymbol{\Lambda} \boldsymbol{z}) \\
& +\boldsymbol{J}_{\varphi}(\boldsymbol{q}) \boldsymbol{J}_{\varphi}^{+}(\boldsymbol{q})(\Delta \dot{\boldsymbol{p}}+\beta \Delta \boldsymbol{p}-\boldsymbol{\xi} \Delta \boldsymbol{F}) \\
& =\Delta \dot{\boldsymbol{p}}+\beta \Delta \boldsymbol{p}-\boldsymbol{\xi} \Delta \boldsymbol{F}
\end{aligned}
$$

one also gets $\lim _{t \rightarrow \infty} \Delta \dot{\boldsymbol{p}}=\mathbf{0} \lim _{t \rightarrow \infty} \Delta \boldsymbol{p}=\mathbf{0}$. Furthermore, in view of the assumption made on $x_{\text {max }}$, and the fact that $\boldsymbol{s}_{\mathrm{p}} \rightarrow \mathbf{0}$, it can be shown that $[6,8]$

$$
\lim _{t \rightarrow \infty} \dot{\tilde{\boldsymbol{q}}}=\mathbf{0} \quad \lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}=\mathbf{0}
$$

Finally, we know from equation (12) that $\Delta \boldsymbol{F} \rightarrow \mathbf{0}$. This, however, does not necessarily means that $\Delta \boldsymbol{\lambda}$ tends to zero as well. In order to prove it, one may use again the fact that $\boldsymbol{J}_{\varphi}(\boldsymbol{q}) \boldsymbol{s}=\Delta \dot{\boldsymbol{p}}+\beta \Delta \boldsymbol{p}-\boldsymbol{\xi} \Delta \boldsymbol{F}$, which means that

$$
\begin{align*}
\boldsymbol{J}_{\varphi}(\boldsymbol{q}) \dot{\boldsymbol{s}} & +\dot{\boldsymbol{J}}_{\varphi}(\boldsymbol{q}) \boldsymbol{s}  \tag{52}\\
& =\Delta \ddot{\boldsymbol{p}}+\beta \Delta \dot{\boldsymbol{p}}-\boldsymbol{\xi} \Delta \boldsymbol{\lambda}=-\boldsymbol{\xi} \Delta \boldsymbol{\lambda}
\end{align*}
$$

The result on the right hand side of the last equation is valid since constraint (4) must be satisfied. When the time $t$ is large enough, (24) becomes

$$
\begin{aligned}
\boldsymbol{H}(\boldsymbol{q}) \dot{\boldsymbol{s}} & =\boldsymbol{J}_{\varphi}^{\mathrm{T}}(\boldsymbol{q}) \Delta \boldsymbol{\lambda} \\
\Rightarrow \dot{\boldsymbol{s}} & =\boldsymbol{H}^{-1}(\boldsymbol{q}) \boldsymbol{J}_{\varphi}^{\mathrm{T}}(\boldsymbol{q}) \Delta \boldsymbol{\lambda}
\end{aligned}
$$

By multiplying this last equation by $\boldsymbol{J}_{\varphi}(\boldsymbol{q})$ and taking equation (52) into account one gets

$$
-\dot{\boldsymbol{J}}_{\varphi}(\boldsymbol{q}) \boldsymbol{s}-\boldsymbol{\xi} \Delta \boldsymbol{\lambda}=\boldsymbol{J}_{\varphi}(\boldsymbol{q}) \boldsymbol{H}^{-1}(\boldsymbol{q}) \boldsymbol{J}_{\varphi}^{\mathrm{T}}(\boldsymbol{q}) \Delta \boldsymbol{\lambda}
$$

or

$$
\left(\boldsymbol{\xi}+\boldsymbol{J}_{\varphi}(\boldsymbol{q}) \boldsymbol{H}^{-1}(\boldsymbol{q}) \boldsymbol{J}_{\varphi}^{\mathrm{T}}(\boldsymbol{q})\right) \Delta \boldsymbol{\lambda}=-\dot{\boldsymbol{J}}_{\varphi}(\boldsymbol{q}) \boldsymbol{s}
$$

Since $\boldsymbol{\xi}+\boldsymbol{J}_{\varphi}(\boldsymbol{q}) \boldsymbol{H}^{-1}(\boldsymbol{q}) \boldsymbol{J}_{\varphi}^{\mathrm{T}}(\boldsymbol{q})$ is a nonsingular matrix and $\dot{\boldsymbol{J}}_{\varphi}(\boldsymbol{q})$ remains bounded because of the fact that the tracking error is bounded and tends to zero for bounded desired velocities, we arrive to the conclusion that

$$
\lim _{t \rightarrow \infty} \Delta \boldsymbol{\lambda}=\mathbf{0}
$$

## 4 EXPERIMENTAL RESULTS

In this section, some experimental results are presented. To this end, a test bed with a A465 of CRS Robotics industrial robots is employed (see Figure 1). Even though it has six degrees of freedom, only the first three joints are used for the experiments, while the rest of them are mechanically braked. Each joint is actuated by a CD motor. Thus, in order to implement control law (22) and observer (25)-(26), the motors dynamics has to be taken into account.


Figure 1: Robot A465 of CRS Robotics.
The constraint in Cartesian coordinates is simply given by

$$
\begin{equation*}
\varphi=x-b=0 \tag{53}
\end{equation*}
$$

with $b$ a positive constant. The desired trajectories are given by

$$
\begin{aligned}
x_{\mathrm{d}} & =0.626[\mathrm{~m}] \\
y_{\mathrm{d}} & =0.05 \sin \left(\omega\left(t-t_{\mathrm{i}}\right)\right)[\mathrm{m}] \\
z_{\mathrm{d}} & =\left(0.585+0.05 \cos \left(\omega\left(t-t_{\mathrm{i}}\right)\right)-0.05\right)[\mathrm{m}] .
\end{aligned}
$$

Note that the inverse kinematics of the manipulator has to be employed to compute $\boldsymbol{q}_{\mathrm{d}}$. These trajectories are valid from an initial time $t_{\mathrm{i}}$ to a final time $t_{\mathrm{f}}$, while $\omega$ is a fifth order polynomial designed to satisfy $\omega\left(t_{\mathrm{i}}\right)=\omega\left(t_{\mathrm{f}}\right)=0$. Also, the derivatives of $\omega$ are zero at $t_{\mathrm{i}}$ and $t_{\mathrm{f}}$. By choosing (54), the robot will make a circle in the $y-z$ plane. Also, no force control is carried until the manipulator is in the initial position for the circle, at $(0.626,0,0.585)[\mathrm{m}]$. The desired pushing force is given by

$$
\begin{equation*}
f_{\mathrm{d} x}=45+30 \sin \left(2 \pi\left(t-t_{\mathrm{i}}\right) / 40\right)[\mathrm{N}], \tag{55}
\end{equation*}
$$

and $f_{\mathrm{d} y}=f_{\mathrm{d} z}=0[\mathrm{~N}]$. The different control and observer parameters are $\boldsymbol{\Lambda}=20 \boldsymbol{I}, \boldsymbol{K}_{\mathrm{R}}=70 \boldsymbol{I}, k_{\mathrm{d}}=8, k_{\mathrm{f}}=10$, $\boldsymbol{\xi}=0.001 \boldsymbol{I}$.

The observer-controller scheme has been programmed in a PC computer, while the sampling time is 7 ms . Only the time from $t_{\mathrm{i}}=15 \mathrm{~s}$ to $t_{\mathrm{f}}=55 \mathrm{~s}$ is shown because otherwise no force control is being used. The results for the tracking and observation errors can be seen in Figure 2 in joint coordinates. It is evident that the observer is working pretty well, while the tracking errors are relatively large. This can also be appreciated in Figure 3 in Cartesian coordinates, where the force measurements are shown. Note that the desired force is being applied pretty well. The rather poor results in the position tracking is mainly due to the fact that an exact knowledge of the manipulator dynamics is required and the model used in the experiment is not very accurate. On the other hand, it is remarkable that the observer and the force controller work very well.


Figure 2: Tracking errors in joint coordinates. a) $\tilde{q}_{11}$. b) $\tilde{q}_{12}$. c) $\tilde{q}_{13}$. Observation errors. d) $z_{11}$. e) $z_{12}$. f) $z_{13}$.

## 5 CONCLUSIONS

The tracking control problem for position and force application of rigid robots without velocity measurements


Figure 3: Tracking errors in Cartesian coordinates. a) $\tilde{x}_{1}$. b) $\tilde{y}_{1}$. c) $\tilde{z}_{1}$.

Force measurements. d) $F_{x_{1}}$. e) $F_{y_{1}}$. f) $F_{z_{1}}$. - measured value. -- desired value.
is considered in this paper. The control law is a decentralized approach which takes into account motion constraints. By assuming that the robot dynamics is well known and that contact force measurements are available, a nonlinear observer is proposed that requires only the knowledge of the inertia matrix.

Experimental results have been carried out to test the proposed approach. The overall results can be considered good, even though it has become clear that the approach should be modified to take into account inaccuracies in the robot model and the possible lack of force sensors.
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