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Abstract

A feedbackmodelfor financialmarketsis proposedin which

the controlactionis anagents decisionbasedn his beliefsof

thepricedynamicsandhisbehaior reflectinghisattitude,such
asrisk aversionor risk preferenceAn adaptatioomechanisnis

describedandthe conditionfor equilibriumis formulatedasa,

typically non-linear fixed point problemfor operators A data
drivenstochasti@approximatiorprocedurds givenfor the on-
line tuning of the predictorto achieve equilibrium. Simulation
resultsarealsopresented.

1 Intr oduction

Financial markets are commonly modeled as open-loop
systemswhere a causalrelationshipbetweenvariablessuch
asthe demandfor a particularstockandits price is assumed.
However, the discriminationbetweerinput andoutputis often
arbitrary aspointedout by Willems[20]. In theexampleabove
it is equallytruethatthepriceof astockinfluenceghedemand.
Thismutualcausadependencgivesriseto afeedbaclsystem.

The purposeof this paperis to studya particularexampleof a
feedbacksystemmodelingthe behaior of agentsof financial
markets. Theword agent is usedin awide senseit mayrefer
to a groupof economicplayers,suchasanindustrialsectoror
to dominantinvestorssuchascertainanalystsanddepositaries
of economicpower. In ary case the effect of the agenton the
market is assumedo be macroeconomicallgignificant. The
dynamicrelationshipbetweendemandas input and price as
outputwill be fixed, this is the plant. The agentpredictsthe
obsened price process,and using thesepredictionswill buy
or sell sharesaccordingto his/herstratey or behaior which
reflectshis/herrisk aversion,conseratism, etc. A variety of
behaviors of economicplayersis describedn Shefrin[18] and
Kostolary [12]. The agents actionwill thenshav up at the
input nodeof the plant togetherwith noiseandthuswe geta
closedloop system.

A key factorin the above modelis the agents belief of the

price dynamics, and his/her predictve capability For ary

fixed predictorof the price processdenotedby M, we geta
closedloop dynamicsanda price dynamicsdependingon the
predictor M, for which the optimal or suboptimalpredictor
will be typically differentfrom M. It is thenreasonabldo

remodelthe price processandusea new, betterpredictor This

iterative procedurewill be describedand analyzedfor linear
systemsn termsof transferfunctions.An on-line,data-drven
procedurewill alsobe presentedvhich is formally applicable
to non-linearsystemsaswell.

The paperis believedto contributeto thefruitful interactionof
economicsand control theory as put forward in Hansenand
Sagent[9].

2 A prediction-basedbehavior model

The price of a givenstockattime ¢ € Z. is denotedby p;.
If we considera portfolio with n stocksthen p, is a vector
in R, its i™ componenexpressingthe price of the " stock.
Naturally, all componentof the price processp;) shouldbe
non-ngyative. However, if we think of the price of a stockasa
measureof the profitability of the compaly thatissuest, then
a negative price could meanthatthe compaly is unprofitable.
Therefore,we assumethat the price processp of a stockcan
take ary valuesin R.

Thepricesaregivenby themarket. In generalthestockmarket
is modeledas a dynamicalsystemthat generategprices. In
this paperthe marketis viewed asa black box, denotecby P,
relatingthe input procesa; to the outputproces:
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It is assumedhat stock pricesdependon the pastandpresent
valuesof the demandprocessand on the current stochastic
disturbancegnteringattheinput nodeof theplant P.
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Thecontrollerrelatesthe priceandthe demandprocesseas
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where(' is a dynamicalsystemsuchthatthe demandprocess
d dependsonly on the pastvaluesof the price process. The
componentf the demandsequenced;) can also take any

d=—-Cp



valuesin R: this time a negative value meansthat the agent
would like to sell the stockconcerned We assumehat stocks
areinfinitely divisible: ary amountcanbe purchasear sold.

Theinterconnectiorof thetwo systemgseeFigurel) is given
by theequation

3)

wherethe stochastidisturbancede,) is a stationaryprocess.
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Figurel: Theclosed-loopsystem.

Now assumethat a new agententersthe stock market. He
obsenes a stock price processp which he assumeso be
stationary Then basedon his beliefs and on other side
information,he constructsa price predictorM :

(4)

whereM is assumedo beastrictly non-anticipating predictor
meaningthatp, depend®nly onthevaluesp, for s < t. The
letter M indicatesthatthe agents predictionis basedon some
model M of the priceprocess.

p=Mp

The agentusesthis predicted price to determinehis own
demandWe allow the possibilitythathe/shebehaeslessthan
fully rationally. Proponent®f behaioral finance(asthe setof
theoriesbasedon this assumptions usuallyreferredto) argue
that psychologicalphenomenagrevent decisionmalkers from
actingin arationalmannerseefor exampleGreenfinct 7] and
Shefrin[18]). Criticsof thistheory(seetheworksof Lucas[15]
andSimon[19]) claimthatthebehaior of theagentds always
rationalfrom a particularperspectie. In ary casethe strateyy
of theagentcanbeformalizedas

5(1) =

whereB is assumedo be a strictly non-anticipatingoperator
Thedemandat agiventime depend®nly onthe pastvaluesof
thepriceprocessin this paperwe assumehatthe behaior of
theagents fixed,i.e. theoperatorB is consideredo begiven.

()

Example 2.1 Supposenagentattime is trying to figure out
how much of a given stock he is willing to buy. Takinginto
consideratiorall the relevantinformationavailable, he makes

anestimateof the future price,denotedby p,1. A reasonable

agentwould buy moreof the stockwhenever his estimatep; 11
is greaterthanthe currentprice p;, andwould buy lessif it is
the otherway round. Thusa simplerationalbehaior couldbe
describedor exampleby theequation

0 if |pe —pe—1]| <9
Bsgn(p — pg—1) if |ﬁt —pt_1| >0

whereé > 0 is athresholdvaluecorrespondingo transaction
costs, B is the numberof stocksthe agentwantsto purchase
and0 < a < 1, |a| = 1 is aparameteexpressinghefaith of
theagentin his pastdecisions.

dy — ady 1 ={

Example2.2 A cognitive bias that frequently occursis the
phenomenonof anchoring, also known as conservatism:
peoplehave in memorysomereferencepoints (anchors),for
example a previous stock price or price trend. They cling
excessvely to prior beliefs when exposedto new evidence,
they reject new factsthat are contraryto their preconcieed
ideas. This may be modeledas p;,1 being a function of
Pi—r, Pt—r—1,--- OnNly (i.e. the agentdoesnot take into
consideratiorthelastr stockpricesatall). For amoredetailed
expositionon the conceptof conseratismseeEdwards[4].

Example 2.3 Anotherpsychologicaphenomenorxtensiely
studied by behaiorists is the so-called loss aversion.

Kahnemannand Tversky [10] find that even simple risk

aversioncan be biased: empirical evidenceshaws that a loss
hasabouttwo anda half timestheimpactof againof thesame
magnitude This behaior canbe formalizedby theequation

dy — ad;—1 = B(py — pi—1)T — 0.4B(p — pt—1)~

wherethe notationsof thefirst exampleareused.

Combiningequationg1) - (5), we getthefollowing diagram.
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Figure2: A prediction-basetiehaior model.

Fixing M, the controllerC = C (M) canbe calculatedfrom
equationg?2) and(5):

oD
Cr= B<Mp> '



Assumingthat the closedloop systemis well-defined,a price
proces® = p(M) is generatedIt will bea stationaryprocess
with aspectrundependingn C, andtherefordts leastsquares
predictorM* will alsodependnC, sayM* = M*(C). If the
market is in equilibrium then M*(C) will coincidewith the
initial predictorof theagent:

M*(C(M)) = M. (6)

Typically, thiswill notbethecase.Insteadtheagentotesthat
the pricedynamicsdoesnot agreewith whatheassumedo be.
He updateshis predictor: he simply puts M; := M*(C(M))
andusesthis new predictorwhendetermininghis demand.

As longas M*(C(M;)) # M;, the agentrepeatedlyupdates
his predictor Thefollowing questionsarise:
e Is there a predictor M., for which the market is in
equilibrium,i.e. M, solves(6)?
o Let f(M) = M*(C(M)). Doestheiterative procedure
Miy1 = f(M;) (7)
corverge?

e Let M be estimatedon-line from obsened valuesof p.
Does the resulting stochasticapproximationprocedure
cornverge?

To deal with these questions,we leave our general setup

andturn to a mathematicallymore tractableclassof models,
namelylinearmodels.

3 Linear Models

To have an idea of the mechanismof prediction-based

behaioral models from now onwe assumehatthedynamical
systemsP, M, B definedabove areall linear. In particularP
is non-anticipatingwith aninvertible constantterm Py, M is
strictly non-anticipatinghaving no directterm)and

B(?) = Bip+ Bap (8)

where B; is a strictly non-anticipatingand B, is a non-
anticipatinglinearoperator Thuswe get
C=C(M)=—(B,+ B:M). )
Theresultingclosedloop systemis well definedif
IPClla. = [|P(B1+ BaM)||a., < 1.
Letting H bethetransferfunctionfrom e to p we get
H=H(C)=(I+PC)™'P.

Write p = HP, ! (Pye). Theoptimal one-stemheadpredictor
of p is known to begivenby

ﬁZ(I_POH_l)p7

assumingthat H is inversestable,i.e. P is minimum phase
(seeCaineg[2] andHannanand Deistler[8]). Thuswe arrive
at

M*=I1-PH™'. (10)
SubstitutingC from (9) yields
M*=f(M)=I-PyP '+ PyB, + PoBsM . (11)

Notethatif M is non-anticipatinghenthe resultingoperator
f(M) is alsonon-anticipating It is readily seenthatequation
(11) hasa uniquesolutionif || Py Ba||m,, < 1 givenby

My = (I —PyBy) '(I- PP '+ PyB). (12)

In the generalcaseP may be non-minimumphasesincethere
is adelayin themarket'sresponséo changeén demandsThen
we first have to performspectrafactorizationof H. Write

HP Y (PyY)THT = LLT

whereH is the conjugateof H and L is stableandminimum-
phase Thentheleastsquaregpredictoris obtainedoy

ﬁ: (I—L_l)p,

and thus f(M) is defined by the following sequenceof
equations:

C = —(Bl + BQM)

H=(I+PC)'P

LLT = HPy Y (P, )T HT
f(M)y=I-L"".

Conditionsunderwhich the above mappingf is a contraction
areyetto bedeveloped.

Now consideramodelwith two agentsvho areassumedo be
parallellyconnectedseeFigure3).

P -

€ u

S

S

"

~d B

Figure3: A modelwith two agents.




For simplicity, we assumethat P is minimum phase. The
aggrejatedemands takento be

d=d +d ,

whered andd’ denotethe demandf the first and second
participantsrespectiely.

Usinglinearity it is clearthatthe study of this systemcanbe
reducedto the study of a single-agentmodel with a mixed
behaior B' + B". Proceedinghe sameway as above, we
get

f(M)=1—PyP~" 4+ Py(By + B,) + Py(B, + B, )M .

Theconditionfor stabilityis now that|| Py (By + By )||m.. < 1.

Thusthe stability doesnot dependdirectly on the contribution
of the individual players, but rather on their cumulative
contribution. Noticethatthe optimal predictorcontainsfactors
of both behaiors B' and B"; therefore,the above formula
cannotbe directly usedby the individual agents(since they

have knowledgeonly of their own behavior).

4 Data-driven procedures

Theupdatingof M is easyif P isrationalandminimumphase:
all weneedstoidentify P anduseequation(11). Thesituation
is completelydifferentin reallife financialmarketswhereP is

generallynon-rationakndnon-minimunmphaselt isthenmore
reasonabléo approximatel. directly from data.Write

p=Lv

wherev is the innovation processof p for a given fixed M.

In orderto approximateL on the basisof obsened valuesof

p, we choosethe bestapproximationfrom some parametric
family £ := { L(0) : § € D C RF}. If we have little prior

information,we maytry to fit an AR(k) modelto our data.In

this case

L={A|degA <k, Ag =1, Astable}

where A is a polynomial of the shift operatorand 4, is its
leadingcoeficient. The bestkth-orderestimatorof the system
is definedby the methodof leastsquares:it is the one that
minimizesE| Ap|? subjectto A € L. Thecoeficientsof the
optimalsolutioncanbe estimatedy solving the minimization
problem

N

- 2
Jmin 2 (4p)~,
which is quadraticin the coeficientsof A andthuscaneasily
be computed Denotingthe solutionby A%, the predictedprice

processs definedoy p = (I — A;)p.

Now let M, be an arbitrary fixed predictorand let L(n) be
the best AR(k) approximationto the price dynamics. Let
M = I — L71(n), andlet the new price processbe p(n).

The best AR(k) approximationfor p(n) will be denotedby
L(6*(n)). ThemappingM — f(M), see(10),now reduceso
1+ 6*(n).

For fixed 5, the predictionerror estimatorof 8*(n) would be,
in its simplestform,

c

Ony1(n) = On(n) — EVen(n)Vn(U) (13)

wherev,,, vy, areon-line estimate®of

7(0,m) :== L~ (8)p(n)

for sometentative valueof § andg (6,7) is thegradientof the
latterandc > 0 is somestepsize. The above recursion(13)
is a stochasti@pproximatiorprocedureparametrizedy 7. Its
associate@DE (seeBervenisteetal. [1], Gerencséf5], Ljung
andSoderstronjl4]) is
6:(n) =

=S Wo(8:(n),m) (14)

where
1 2
W (6,m) = SEw@n) -

It is well known that Wy (6*(17),17) = 0 and Wye(6*(n),n)
is positive semidefinite. Assumingthatin factit is positive
definite, the associatedDDE (14) is asymptoticallystableat
0 =6*(n).

In the data-drvenprocedurewe let 5 to bereplacedoy 6,,, i.e.
the predictionof p is performedusingthe latestmodelfor its
dynamics.Thuswefinally get
C
Ont1 =0n — EVOnVn (15)
where v, vy, are on-line estimatesof 7(6,,60,) and
7g(0y,0,), respectiely.

Assumethat thereexists 8** € D suchthat §*(6**) = 6**,
i.e. ** is afixed point of the mappingn — 6*(n). Thenthe
associate@DE for (15)is givenby

s = —c Wy (5,0s) .

Note that stability of ** doesnot follow from the assumed
asymptoticstability of thefrozen-parametesystem(14). Good

conditionsfor the asymptoticstability of 8** are still to be

found.

5 Simulation results

Thedata-drvenprocedurementionedabove wassimulatedfor

variousbehaiorsin aMATLAB environment.Figure4 depicts
theresultsobtainedfor the phenomenormf lossaversion. The
market dynamicswastakento bep, = a*p;_1 + b*pi_2 +

a(dy — di—1) + e; andwe approximatedhe dynamicsof p;

by an AR(1) model. A two-scaleprocedurevasapplied: the
parametef wasfrozenfor 10 stepsbeforeeachupdating.
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