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Abstract

We study hysteresis-based switching control for a class of
discrete-time stochastic linear systems.
We take as given a family of candidate controllers that is suf-
ficiently rich so as to include at least one controller suitable
for each admissible process model. The controller operating in
closed-loop with the system is replaced as soon as the measured
data is significantly incompatible with the corresponding pro-
cess model. In practice, this happens when the value taken by
a least-squares identification cost exceeds its minimum (over
all admissible models) by a certain hysteresis factor. The con-
troller is then replaced by the one tuned to the best-fit model.
We show that the proposed switching control system is stable
for every value of the hysteresis factor, and that this is ensured
despite of the presence of possibly unbounded noise.

1 Introduction

We study the problem of controlling a linear system in presence
of large modeling uncertainty.
A possible way to address this issue is given by the so-called
switching control approach to adaptive control originally intro-
duced in [1] and further developed in, e.g., [2]-[9]. A switching
control scheme is typically composed of an inner loop where
a controller is connected in closed-loop with the system, and
an outer loop where a supervisor decides –based on the input-
output data– which controller to place in feedback with the sys-
tem and when to switch to a different one.
The controller selection is typically an “estimation-based” pro-
cedure. Precisely, a parameterized model class is considered,
and a candidate controller is associated with each admissible
model such that it stabilizes the model when placed in feed-
back with it. The controller chosen to be placed in feedback
with the system is the one that is associated with the best esti-
mated model according to some identification cost. The switch-
ing times are chosen so as to avoid that switching is too fast
with respect to the system settling time, thus causing instabil-
ity.
In the hysteresis-based switching logic (see, e.g., [9]), slow
switching is obtained by changing controller only at those
times � when the collected data reveal that the model used to
select the currently operating controller is significantly worse

than the best estimated model. More precisely, the controller
currently in the loop is replaced if the value of the identifi-
cation cost for the associated model exceeds the minimum by
some hysteresis factor. An alternative to this logic is the dwell
time switching logic, where the switching rate is slowed down
by making a dwell time elapse between consecutive switching
times (see, e.g., [3, 4, 10, 11]), either by fixing it before im-
plementing the switching controller ([3, 4]), or by selecting it
on-line at each switching time ([10, 11]). The stability anal-
ysis of a dwell time switching control scheme is much easier.
However, bad transients may occur because the dwell time is
predetermined and may need to be large, whereas in the hys-
teresis switching approach the controller is replaced as soon as
data show that it is not appropriate for the system.

In this paper, we study the hysteresis-based switching control
of a class of stochastic discrete-time linear systems affected by
possibly unbounded noise. We show that for this class of sys-
tems, when the least squares cost is used as identification crite-
rion in the hysteresis switching scheme, stability of the adaptive
control system is guaranteed.
This stability result is a nontrivial extension to stochastic sys-
tems of the results that can be found in the literature on hystere-
sis switching, which are restricted to a deterministic setting.
In our setting, the hysteresis factor can be arbitrarily chosen,
which simplifies the hysteresis-based switching logic design
and allows one to make the response time of the adaptation
mechanism as small as desired. This is proved in Section 4 and
illustrated in the simulation example presented in Section 5.

The rest of the paper is organized as follows. In Section 2,
we precisely formulate the problem by describing the class of
stochastic systems we deal with, and the family of candidate
controllers among which switching is performed. The super-
visory control architecture is then described in details in Sec-
tion 3. The hysteresis-based switching control scheme is ana-
lyzed in Section 4. A simulation example is given in Section 5.
Concluding remarks are given is in Section 6.

2 Statement of the problem

We consider systems in input-output form described by:
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eter vector. We denote by �� the order of the system, i.e.,
�� �� 	
�������.

The signal �� is a stochastic disturbance for which the follow-
ing assumption holds.

Assumption 1. ���� is a martingale difference sequence with
respect to a filtration ����, satisfying: i) ������

�
� ������ �

� and ii) ��	���
�
�

����
��� �

�
� � �� � �� almost surely

(a.s.).

Note that Assumption 1 is satisfied, for example, when ����
is an i.i.d. Gaussian sequence with zero mean and variance
��, but it includes many other situations. Moreover, differently
from what is typically done in the switching control literature
([3, 4, 6, 7, 12]), we allow � to be unbounded.

We consider the case when some coarse a-priori knowledge on
�Æ is available. In particular, we assume that:

Assumption 2. �Æ � � with � � 	����� either composed
by a finite number of points or a compact set.

The admissible models set is the set of systems of the form
(1) with �Æ replaced by �, � � �. Note that each model is
linearly parameterized on � � �, since it can be rewritten in a
regression-like form:
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�
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where �� �� � �� ���� 
 
 
 ������� �� ���� 
 
 
 ������� �
� is

the regression vector.

In general, no single linear time invariant controller is able to
stabilize all the systems in the admissible model class. We then
consider a family of candidate linear time invariant controllers
and introduce a supervisor that decides on-line which candidate
controller is suitable for the system.

For the sake of simplicity in the implementation of controller
and supervisor, we assume that the candidate controllers family
is finite. Specifically, the parameter set � is partitioned into
compact sets ��, � � 
 �� ��� 
 
 
 ��, such that, for each
� � 
, the models in the set �� are robustly stabilized by the
controller

���� ������ � ���� ������� (2)

where ���� ���� � � �
���

��� ������
�� and ���� ���� ����

��� ������
��, with order �� � 	
�������. To be precise:

Assumption 3. For each � � 
, the roots of the char-
acteristic polynomial ����������� �������� ���� �
���� �������� ��������, � � ��, are within the open
circle with radius � � �. We shall call � the stability margin.

For ease of notation, we shall call the controller with index
� � 
 simply as “controller �”.
We can then define � � �  
 to be the map associating the
parameter � with the controller � which robustly stabilizes the
models in the set �� to which � belongs (in the case when �
belongs to the frontier of two or more sets, � is associated to
the controller with the minimum index �).

3 The hysteresis-based switching supervisor

The supervisor orchestrating the switching among the candi-
date controllers is implemented as a hybrid system with input
given by the � and � signals, and output given by the switching
signal � taking values in 
: �� is the index of the controller
operating in closed-loop with the system at time �.

The operation of the supervisor can be described as follows. At
each time � � �, the least squares (LS) cost:
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is computed. Let ��� �� 
��	�������� � � � ��. If

�� � ��������� � 	�������� � � � �
�����

where � � � is the hysteresis factor, then controller ���� is
replaced by controller �� � ������. The supervisor is hybrid
because the switching logic is an event-driven system.

If we define the parameter estimate �� to be:

�� �

�
���� if �� � ��������� � 	�������� � � � ���������

����� otherwise,
(3)

initialized with ��� � �� � �, then the hysteresis-based
switching signal is simply given by

�� � �����
 (4)

The idea underlying any estimator-based approach to switch-
ing is that, as the amount of data collected from the system
increases, the estimated system with parameter ��� better re-
sembles the behavior of the actual system, at least in closed-
loop (closed-loop identification property). Hence, by impos-
ing a specific desired behavior on the estimated system, one
actually imposes that behavior on the underlying system (self-
tuning property). The problem is that the parameter estimate is
generally not consistent, and it may not even converge to any
� (see e.g. [13]). Hence, if the control law was continuously
tuned to the parameter estimate ���, i.e., �� � ���, for all �, then
the “frozen” estimated system dynamics would be stabilized,
but the stability of the time-varying estimated system will not
be ensured. A possible solution to this issue is then to update
the parameter estimate at a slower rate than the updating of the
system variables, so as to limit the estimated system time vari-
ability, while preserving the closed-loop identification property
of the adopted estimation method. In standard adaptive control,
this is typically achieved through error normalization ([14]).
In the hysteresis-based switching control, this is achieved by
changing controller only at those times � when the collected
data reveal that the model used to select the currently operating
controller is significantly worse than the best estimated model
in terms of the value taken by the identification criterion � �. If
�� and � are appropriately selected for the considered class of
systems, this makes the switching slow on the average, hence
securing stability of the time-varying estimated system.



4 Stability analysis

The switching control system�
���� � ������Æ� ��������� � ���Æ� ������ � ����

�� � ����� �
����� � �������� �

�������
(5)

with �� given by (4), can be represented as a variational sys-
tem with respect to the closed-loop estimated system, i.e., the
closed-loop system composed of the model with parameter � �
controlled by the controller ��, as follows:�
���� � �������� �

�������� � ����� �
����� � ���� � ��

�� � ����� �
��� �� � �������� �

�������

where �� �� ��� ��
Æ � ��� is the estimation error.

The switching control system stability can then be proved
based on the following two facts: i) by adopting the hysteresis-
based switching logic based on the LS cost, uniform exponen-
tial stability of the closed-loop estimated system with �� re-
garded as an exogenous input is guaranteed; and ii) by switch-
ing from time to time to the controller designed for the best
estimated model, the internally generated perturbation term � �
is kept ‘small’. These two properties are proved next.

Uniform exponential stability

Consider the closed-loop system�
���� ���� ���� � ���� �������
���� ������ � ���� ������


(6)
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with �� � � if � � ��, ����� � � if � � ��, 	� � � if � � �,
����� � � if � � �, thus leading to ���� � � ��� ����, where

� ��� �� � ���� ���������
 (7)

Note that the introduced state space representation of the model
with parameter � is nonminimal but, because of the block tri-
angular matrix structure of ����, the added eigenvalues are all
identically equal to zero. This, jointly with the fact that the
stability margin is �, implies that

	
�����	
�� ���������� � � � �� � �
 (8)

Let us define the rescaled version of the performance index � �:
������ �� ����������. It is easily seen that 1) ������ � �� � �
�, and 2) �������� � ������, �� � �, � � �. Therefore, the
scale-independent hysteresis switching theorem in [9] can be
applied. Since such a theorem is in fact key for proving the
uniform exponential stability of the closed-loop estimated sys-
tem, we recall it below according to our notations.

Theorem 1 ([9]). Consider the switching control system (5)
with switching signal �� � �����, where �� is defined in (3).
Fix an arbitrary time interval ���� ��, � � �� � �, and denote
with  
���� �� the number of switching times in ���� ��. Then,
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���
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�����
�����

� � � �
 (9)

Theorem 2. The autonomous system ���� � � ���� ����� with
�� and �� respectively given by (3) and (4) is a.s. exponentially
stable, uniformly in time, i.e, there exists �� � ��� �� such that,
for all ��� �, with � � �� � �,

���� � �������������� �
�
� (10)

where �� is a suitable random constant.

Proof. Given a square matrix ! , we denote with 
��! � its
condition number with respect to the 2-norm, which reduces to
the ratio between its maximum and minimum eigenvalues if !
is symmetric. Set �
� �� �����
��! ����� where ! ��� is
the solution to the Lyapunov equation:

�

�
� ��������� !

�

�
� �������� � ! � �"


�
� is easily seen to be bounded. In the case when � is finite,
this property immediately follows from the fact that, due to the
stability margin property (8), �

� � ��������, � � �, is stable,
hence ! ��� is positive define and 
��! ���� � � for all � �
�. In the case when � � �������, where �� is a continuum
of parameterizations and it is compact, one has to use also the
property that, for every � � 
, � �������� is a continuous
function of �, � � ��, hence ! ��� (and 
��! ����) is also
continuous on �� (see [15]).

The time-invariant system #��� � �
� � �������� #� is expo-

nentially stable �� � �. Moreover, its Lyapunov function
����� �� #

�
� ! ���#� satisfies

�������� ����� � ��#��
�
 (11)

Denote by ���� the switching times sequence. Consider now
the time-varying system $��� � �

�� ����������$�. Since dur-
ing each time interval ���� ����� this system is time invariant, by



(11) we have ��������� � ��������, �
� � ��, ��� �� � ���� �����.

From this inequality we obtain the following bound

�$���� � % �$���� �� � ��� ��� �� � ���� ������ (12)

where % ��
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��! ����. In particular, for �� � ��
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�$����� � %�$���
 (13)

Consider now the time interval ���� ��.
Let ���� � ��� � 
 
 
 � ����������

�, with �� � ��� � ��� � 
 
 
 �
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� �, denote the  
���� �� switching times in ���� ��.
By applying first (12) with �� � ������� ���

and �� � �, then, (13)
repeatedly, and finally (12) with �� � �� and �� � ��� , we obtain
�$�� � %

����������$���.

Setting $�� � ��� , we finally get a bound on the state vector ��
of the time-varying system ���� � � ���� �����:

���� � %
�������������������
 (14)

We next derive a bound on  
���� �� based on Theorem 1.
By equation (9) with � � �Æ, we have  
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ity can be rewritten as follows:  
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From Assumption 1, we have that with probability 1 there ex-
ists a random time instant �� � � such that �

���

��
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�
� �

�� � �	 , � � ��. Therefore,  
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Now, observe that ���
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��� ���, � � ��, �� �� � ' �.

By replacing this bound in equation (14), we have that �� �� �
%���������������������, �

� � �� � �, �� �� � ' �, where (� ��
� � � �

�������� ����

�
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� �� and (� �� ����

� �
�


. From this

equation it then follows that ���� � ������������, �
� � �� � �,

�� �� � '
�, where � �� %�� .

If � � �� � ' � or � � �� � � � ��, then, ���� can be bounded
as follows
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 (15)

If � � �� � �� � � and �� �� � ' �,

���� � ���
����

�
	
�
���

�� ���������
�����

������ (16)

whereas if � � �� � �� � �, but � � �� � ' �, equa-
tion (15) holds. Observe now that by (14) with �� �
� � � and ��� � �� � ��, ������ � �� �������� ��� �
% �����, �� � 	������ � � �. Since by definition
�� ��������� � ������� �� ����������, we have that
	
���� �� ��������� in equations (15) and (16) can be
bounded as follows 	
���� �� ��������� � % �. Then, if
we define the random constant �� �� 	
���%�

�

� %�
��� �� equa-

tion (10) is satisfied for all ��� � such that � � �� � �, which
concludes the proof.

Bound on the perturbation term

Theorem 3. Suppose that �� is ��-measurable. Then, �� given
in (3) satisfies
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Æ���� where we used the fact that by As-
sumption 1,

��
��� �

�
� � )��� ��.

Observe now that ���� is ����-measurable whereas �� satis-
fies Assumption 1. Then, by Theorem 2.8 in [16] and Assump-
tion 2,
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��� �
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������ � �

Æ��� � 	
����� � ��� � ��� �� �

���
��

��� �
�
������ � &

���
��� ������

�
�
� a.s., which con-

cludes the proof.

The technical proof of the corollary below is obtained by a suit-
able manipulation of the sole result in Theorem 3, jointly with
the uniform boundedness of ��. Its proof is similar to that of
Proposition 3.3 in [10], hence is omitted due to space limita-
tions (see [17]).

Corollary 1. Suppose that �� is ��-measurable. Then, the es-
timation error �� � ��� ��

Æ � ��� satisfies

��
��� �����

��� � &
� ��
���

����
�
�
� �)� � ��� �
�
� (17)

where �� is a set of instant points which depends on , whose
cardinality is bounded: ��� � � *��� .

Stability result

In Theorem 4 below, the switching control system (5) is shown
to be stable. Theorem 4 follows from Theorem 2 and Corollary
1. Its proof is omitted due to space limitations. The interested
reader is referred to [17].

Theorem 4. The switching control system (5) is ��-stable:
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Remark 1. The hysteresis-based switching control method has
been formulated here referring to the system description (1),
which is linearly parameterized in the parameter vector �Æ.
This was done only for simplifying the presentation. The ap-
proach can in fact be easily reformulated to address the case
when �Æ in (1) is a function of some �-dimensional parameter
+Æ belonging to a certain set � � 	� . If � is compact and
, � �  	����� is a continuous function on � , then all the
results proved for the linearly parameterized case remain valid.

5 A simulation example

In this section, we try to give a better insight into the hysteresis-
based switching control approach by means of a simulation ex-
ample. In particular, we analyze the influence of the hysteresis
factor on the adaptation mechanism of the proposed hysteresis-
based switching controller.

We consider a system described by ([3]):

���� � �+Æ ���
�
�+
Æ�+Æ��� ��������

�
� �+

Æ��� ����������

where ���� is an i.i.d. Gaussian sequence with zero mean and
variance �� � ����, and +Æ is a scalar parameter belonging to
� �� ���� �� � 	.

We partition the parameter set in five subsets ��, � � 
 �
��� �� 
 
 
 � ��, as indicated in Figure 1. We then associate with

Figure 1: Partition of the uncertainty parameter set � in five subsets.

each ��, � � 
, a controller of the form ���� ������ �
���� ������, � � 
, where ���� ���� � � � ������

��

and ���� ���� � ����� � ������
��, which robustly stabi-

lizes all the models with parameter belonging to �� with a
certain stability margin �. Precisely, we consider five con-
trollers with coefficients vector -��� �� ������ ����� ������,
� � 
, given by: -��� � ���
��� � �
��� � �
����, -��� �
���
�� �
��� �
����, -��� � ��
��� � �
��� �
����, -�!� �
��
�� ��
��� �
�!!�, and -��� � ��
��! ��
!�� �
����, and
introduce the map � � �  
 defined as: ��+� � �� if + �
��, which ensures a stability margin � � �
��.
Let us denote by �+� the minimizer of the LS signal ���+�. Then,
�� is given by �� � ��+��, where

+� �

�
�+�� if �� � ������+�� � 	������+� � + � ���������

+���� otherwise.

All the simulations refer to the case when +Æ � ��
 , �	 � ��,
and the control system is initialized with +�� � �
� and
��� � ��� � ��� � �. Moreover, the same realization of
the noise process ���� is used so as to better compare the con-
trol system behavior obtained for different choices of �. Yet,
the conclusions drawn are valid in general, since the described
simulation results are representative of the typical control sys-
tem behavior.

Before presenting the simulation results, we make some re-
marks which will be useful for their interpretation.

The controller operating at �� � is not replaced at time � if and
only if "�� �� 	������+� � + � ��������� � ����+�� satisfies
the condition

"�� � �����+��
 (18)

In particular, no switching occurs at time � if �+� belongs to the
same set as +��� since in this case, "�� � �. Also, the bound in
(18) can be estimated as follows: "�� � �����+�� � ����+Æ� �
�
�

�
���

��
��� �

�
� � �	


, � � �, which, by Assumption 1, tends

to ���� � �	�, in the long run.

Figure 2 represents �� in the cases when � � �
��, � � �
�,
� � �, and � � ��. Since after � � ��, �� remains constant in
our simulations, we report only the time interval ��� ���.
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Figure 2: ��, � � ��� ���, for (a) � � ����; (b) � � ���; (c) � � �;
and (d) � � ��.

At time � � �, the hysteresis-based switching logic places in
feedback with the system the controller � � ��+��. Here,
��+�� � ��+��� � !, and this irrespectively of the value of
the hysteresis factor �.

For small � (� � �
�� and � � �
�), the positive value taken
by "�� violates condition (18), thus causing controller ! intro-
duced at � � � to be replaced by controller � at time �. By
increasing the value of �, one increases the response time of
the adaptation mechanism. In our example, when � � � and
� � ��, condition (18) is satisfied at � � �, hence controller
! is kept in the loop. However, eventually controller ! will be
certainly changed, since it destabilizes the true system. The
more controller ! is kept in the loop, the more the system dy-
namics is excited, thus possibly causing the LS estimate �+� to
rapidly converge to the true parameter +Æ. This is actually what
happens for � � ��. The switching logic with � � �� de-
cides to switch to a different controller after � time instants.
Since �+� is already close to +Æ at � � �, controller � is placed



in the loop at � � � and then it is no more falsified. As for
� � �, the excitation introduced in the initial (shorter) phase
when controller ! is operating in the loop is not sufficient for
�+� to get close to +Æ at the switching time. Controller ! is in
fact replaced by controller �. Moreover, an interesting fact is
that controller � is then kept in the loop forever. This is because
controller � stabilizes the true system, though +Æ has been as-
sociated with controller � (see Figure 3). Therefore,"� � keeps
bounded when controller � is maintained in the loop. As it is
seen in Figure 4, in the case when � � �, "�� not only remains
bounded, but it also keeps below �� �����	� � � ���� which
is the estimated bound on the right-hand-side of equation (18).
This is not the case when � � �
� and � � �
��. For these val-
ues of � the bound ������ is in fact overcome at some point,
and controller � is falsified and replaced by controller � (cf. (a)
and (b) in Figure 2).

Figure 3: Stability regions associated with the candidate controllers.
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Figure 4: ���, � � ��� ���, when � � �.

6 Concluding remarks

We studied the hysteresis switching control solution to the
problem of adaptively controlling an uncertain discrete-time
linear system affected by a (possibly unbounded) stochastic
noise.
The advantage of a hysteresis-based solution over a dwell-time
one is that in the former switching times are dictated by the
response of the controlled system to the applied input, and not
predefined. This is useful during transients, while the process
uncertainty is still large.
We focused on ARX process models subject to white noise.
The extension to ARMAX models is a possible avenue for fu-
ture research.
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