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Abstract

In this paper, we study the dynamics and the control using visual
features of a four rotor vertical take-off and landing (VTOL)
vehicle known as the X4-flyer while stabilizing with quasi-
stationary flight above a planar target. A new control strategy is
presented using the homography matrix, it is based on saturation
functions for bounding the orientation of the UAV (unmanned
air vehicle) in order to keep the target in the camera’s field of
view.

1 Introduction

Unmanned air vehicles (UAV) are becoming of a major interest
in modern control theories. Several authors have contribution
in the development of dynamic modelling [8, 6]. Their highly
coupled dynamics and their small size provide an ideal testing
ground for many complex control techniques. But the problem
that arises in this kind of applications is the difficulty of
measuring non-inertial variables as position, orientation, and
linear velocity. One way of overcoming the problem is the
use of vision sensor. Typically, a vision system onboard a
UAV includes a Global Positioning System (GPS), an Inertial
Navigation Sensor (INS) and a high-tech camera. So, almost
all control strategies are built around a vision sensor. Indeed
some works in the domain of control design, dedicated to
helicopters, propose to use stereovision systems in the landing
maneuvers of an UAV for the purpose of estimating the location
and orientation of the helicopter landing pad. The vehicle
considered in this paper is an autonomous hovering system,
capable of quasi-stationary, vertical take-of and landing in near
hover flight conditions.

All visual servoing techniques that involve reconstruction of the
target pose with respect to the camera are called:position based
visual servoing(PBVS). This kind of techniques lead to a Carte-
sian motion planning problem. Its main drawback is the need of
a perfect knowledge of the target geometric model. The sec-
ond class known asimage based visual servoing(IBVS) aims
to control the dynamics of features in the image plane directly
[7]. Classical IBVS methods have the advantage of being robust
with respect to calibration errors, however they suffer from the
high coupling dynamics between translation and rotational mo-

tion which makes the cartesian trajectory uncontrollable. Re-
cently, in [5] a new algorithm for visual servoing of an under-
actuated dynamic rigid body system, such a helicopter, based on
exploiting the passivity-like properties of rigid body motion has
been proposed. In this paper we use the method presented in
[9] (21

2D visual servoing) that consists of combining visual fea-
tures obtained directly from the image, and features expressed
in the Euclidean space. More precisely, a homography matrix is
estimated from the planar feature points extracted from the two
images (corresponding to the current and desired poses). From
the homography matrix, we will estimate the relative position
of the two views.

The purpose of this paper is to study how we can use the ap-
proach given in [9] to control an autonomous hovering system.
First, we propose a simplified dynamic model of a four-rotor
vertical take-off and landing (VTOL) vehicle known as the X4-
flyer. Then we propose a control design based on separating the
translational from the rotational rigid body (airframe) dynamics
[6]. The control strategy is new because it takes into account
a limit for the orientation of the X4-flyer in order to keep the
target in the camera’s field of view. We will prove the stability
of such strategy based on saturation functions.

2 The X4-flyer dynamic model

The X4-flyer is a system consisting of four individual electric
fans, linked to a rigid cross frame as shown in Figure 1. It op-
erates as an omnidirectional UAV. Vertical motion is controlled
by collectively increasing or decreasing the power of all four
motors. Lateral motion is achieved by controlling differentially
the motors generating a pitch/roll motion of the airframe that
inclines the collective thrust and leads to lateral acceleration.
Yaw control is derived from the reactive couple applied to the
airframe due to rotor drag. Diagonally opposite rotors turn in
opposite directions (cf. Fig. 1) leading to a balanced torque dis-
tribution in hover conditions. To apply yaw control, the speed
of a pair of diagonal motors is increased while it is decreased in
the opposing pair. This generates a torque around the vertical
axis while maintaining the total thrust.

Let F ∗ = {Ex, Ey, Ez} denote a right-hand inertial or world
frame such thatEz denotes the vertical direction downwards
into the earth. Letξ = (x, y, z) denote the position of the centre
of mass of the object in the frameF ∗ relative to a fixed origin
in F ∗. Let F = {Ea

1 , Ea
2 , Ea

3} be a (right-hand) body fixed
frame for the airframe. The orientation of the airframe is given
by a rotationR : F → F ∗, whereR ∈ SO(3) is an orthogonal



Figure 1: A prototype X4-flyer.

rotation matrix.

Let V ∈ F denote the linear velocity andΩ ∈ F denote the
angular velocity of the airframe both expressed in the body fixed
frame. Letm denote the mass of the rigid object and letI ∈
<3×3 be the constant inertia matrix around the centre of mass
(expressed in the body fixed frameF ). Newton’s equations of
motion yield the following dynamic model for the motion of a
rigid object:

ξ̇ = RV (1)

mV̇ = −mΩ× V + F (2)

Ṙ = Rsk(Ω), (3)

IΩ̇ = −Ω× IΩ + Γ. (4)

The notation sk(Ω) denotes the skew-symmetric matrix such
that sk(Ω)v = Ω × v for the vector cross-product× and any
vectorv ∈ <3. The vector forces and the vector torques are
described as follows

F = mgRT e3 − u4e3 (5)

Γ = u1e1 + u2e2 + u3e3 (6)

In the above notations,g is the acceleration due to gravity. The
inputs (u1, u2, u3, u4) are derived from the individual motor
control signals (cf. [4]).

3 Motion Estimation

3.1 Camera Projection and Planar Homography

Visual data is obtained via a projection of real world images
onto the camera image surface. This projection is parameter-
ized by two sets of parameters: intrinsic (i.e., those “internal”
parameters of the camera such as the focal length, the pixel as-
pect ratio etc.) and extrinsic (the pose - position and orientation
of the camera). The pose of the camera determines a rigid body
transformation from the world or inertial frameF ∗ to the cam-
era fixed frameF (and vice-versa). One has

P ∗ = RP + ξ (7)

as a relation between the coordinates of the same point in body
fixed frame (P ∈ F ) and in the world frame (P ∗ ∈ F ∗).

Let p is the image of the pointP ∗ andp∗ is the image of the
same point viewed when the camera is aligned with frameF ∗

(see fig.2). When all target points lie in a single planar surface
one has

Pi = RT P ∗i +
tn∗T

d∗
P ∗i , i = 1, . . . , k, (8)

and thus the projected points obey1

pi
∼=

(
RT +

tn∗T

d∗

)
p∗i , i = 1, . . . , k. (9)

The projective mappingH :=
(
RT + tn∗T

d∗

)
is called a homog-

raphy matrix, it relates the images of points on a target plane
when viewed from two different poses (defined by the coor-
dinate systemsF andF ∗). More details on the homography
matrix could be found in [4]. The homography matrix contains
the pose information(R, ξ) of the camera. However, since a
projective relationship exists between the image points and the
homography, it is only possible to determineH (using only im-
age points equations) up to a scale factor. There are numerous
approaches for determiningH, up to this scale factor, cf. for
example [1].

ExtractingR and t
d∗ fromH can be quite complex [9, 13, 12, 3].

However, one quantityr = d
d∗ can be calculated easily and

directly:

r = 1 +
nT t

d∗
= det(H) = det(RT +

tn∗T

d∗
).

There are certain special cases where it is relatively straight for-
ward to compute important parameters from an unscaled esti-
mate of the homography matrixH. An important case is where
the target plane is perpendicular to the line of sight of the world
frame (n∗ = (0, 0, 1)T ). In this case, the first two columns ofH
are scaled versions of the first two columns ofR. This special
case is particularly useful in stabilizing a UAV over a landing
pad, as long as the camera is mounted beneath the vehicle so as
the line of sight is vertically downward. This case will be used
in the simulation (section 4).

Figure 2: Camera projection diagram showing the desired (F ∗)
and the current (F ) frames

3.2 Visual servoing control strategy

In this section, visual servoing is based on Lyapunov control de-
sign and on saturation functions. By exploiting equations (1)-

1Most statements in projective geometry involve equality up to a multiplica-
tive constant denoted∼=.



(4), we derive a control strategy for limiting the robot orienta-
tion.

To simplify the derivation, it is assumed that the camera fixed
frame coincides with the body fixed frame F.

Let P ′ denote the observed point of reference of the planar tar-
get, andP ∗ be the representation ofP ′ in the camera fixed
frame at the desired position (Figure 2). The dynamics asso-
ciated with the stabilization of the camera around the desired
positionP ∗ fully determine two degrees of freedom (pitch and
roll) in the attitude of the airframe. The yaw of the airframe
must be separately assigned. In this paper we use the classical
‘yaw’, ‘pitch’ and ‘roll’ Euler angles(φ, θ, ψ) commonly used
in aerodynamic applications [10]. Although these angles are not
globally defined they provide a suitable local representation for
all quasi-stationary manoeuvres undertaken by an X4-flyer. The
yaw angle trajectory is specified directly in terms of the angle
φd, the desired yaw angle. The relationship between the Euler
angles used and the rotation matrix is2

R =




cθcφ sψsθcφ − cψsφ cψsθcφ + sψsφ

cθsφ sψsθsφ + cψcφ cψsθsφ − sψcφ

−sθ sψcθ cψcθ


 . (10)

The visual servoing problem considered is:

Find a smooth state feedback(u1, u2, u3, u4) depending only
on the measurable states (the observed pointp,the homography
matrix H, the translational and angular velocities(V, Ω), and
the estimated parameters (R,r) from the homography matrix (H)
which provide a partial pose estimation), such that the following
error

(ε = R(P −RT P ∗), σ = φ− φd)

is asymptotically stable.

Note: ε andσ are not defined in terms of visual information. In
the sequel, these errors will be transformed to quantities that are
expressed in terms of visual information.

Recall that the current and desired positionP andP ∗ of the
observed point are not known and the only information that we
have are given by their projections, the estimated matrixR and
the ratio,r, between the distancesd andd∗ which is given by
the determinant of the homography matrixH.

Following [9], the camera can be controlled in the image space
and in the Cartesian space at the same time. They propose the
use of three independent visual features, such as the image co-
ordinates of the target point associated with the ratior delivered
by determinant of the homography matrix. Consequently, let us
consider the reference pointP ′ lying in the reference planπ and
define the scaled cartesian coordinates using visual information
as follow:

Pr =
n∗

T

p∗

nT p
rp

2The following shorthand notation for trigonometric function is used:

cβ := cos(β), sβ := sin(β), tβ := tan(β).

Knowing that

||P ||
||P ∗|| =

n∗
T

p∗

nT p
r,

it follows that we can reformulate the errorε in terms of avail-
able information

Let us define

ε1 = R

(
n∗

T

p∗

nT p
rp−RT p∗

)
(11)

From the above discussion and equations describing the system
dynamics, the full dynamics of the errorε1 may be rewritten as

ε̇1 =
1

||P ∗||v (12)

mv̇ = −u4Re3 + mge3 (13)

Ṙ = Rsk(Ω) (14)

IΩ̇ = −Ω× IΩ + Γ (15)

Define
δ := ε1 + v (16)

Let S1 be the first storage function for the backstepping proce-
dure. It is chosen for the full linear dynamics Eqn’s 12-13

S1 =
1
2
||δ||2 +

1
2
||v||2 (17)

Taking the time derivative ofS1 and substituting for Eq. 12 and
13 yields

d

dt
S1 = ρδT v + (δ + v)T (mge3 − u4Re3) (18)

whereρ = 1
||P∗|| .

Applying classical backstepping one would assign a virtual vec-
torial control for 1

m (u4Re3)d

u4(Re3)d := mge3 + mv + mδ (19)

This choice is sufficient to stabilizeS1 if the term (u4Re3)d

were available as a control input. Ifu4Re3=(u4Re3)d then

Ṡ1 = −||δ||2 − (2− ρ)δT v − ||v||2

is negative definite∀ρ < 1.

Note that the vectorial input can be split into its magnitudeu4,
that is linked directly to the motor torques, and its virtual (or
desired) directionRde3, that defines two degrees of freedom in
the airframe attitude dynamics (Eqn’s 14-15). In this case, the
magnitude and its virtual (or desired) direction of the vectorial
term become:



|u4| = ||mge3 + mv + mδ||; Rde3 =
mge3 + mv + δ

|u4| (20)

Now, to determine the fully desired rotation matrixRd we have
to find the constraint of the yaw parameter using another vector.
Let e1 be the desired orientation. We define the vectorσ which
belongs to the plane built by the two vectorse1 andRde3 (σ ∈
span{Rde3, e1}) and we impose thatσ = Rde1 (by this way,σ
will be perpendicular toRde3). We obtain

σ =
e1 + αRde3

||e1 + αRde3|| ; with σT Rde3 = 0 (21)

Hereα is a real number obtained by solving the two above equa-
tions. The final equation for the desired matrixRd can be de-
fined as:

Rd = [σ σ ∧ (Rde3) Rde3] (22)

3.2.1 Limiting The X4-flyer Orientation

In the theoretical developments based on the backstepping (see
[5]), the proposed law of control assures an exponential conver-
gence towards the desired position. It seems to us, however, that
this type of convergence is not recommended when the vehicle
is initially far from this position. Indeed, the dynamic model
based on quasi-stationary conditions (hover conditions) is not
valid anymore, because the dynamics of such a convergence
will provoke a different flight mode. Moreover, the target image
may leave the field of view of the camera during the evolution
of the vehicle. To avoid such situations, it is necessary to insure
that the focal axis of the camera is close to the gravity direc-
tion. In the sequel, we propose to use small gains technique
(for example the technique of saturation functions presented by
Teel in [11]). This technique seems well adapted to our prob-
lem. Indeed, if the orientation is saturated, we can insure that
the X4-flyer will remain in quasi-stationary manoeuvres during
all the operation.

The orientationRde3 is a function of the termsv andδ. In order
to limit the orientation, we add a saturation on the two termsv
andδ. Therefore, Eq. 19 becomes

u4Rde3 = mge3 + m Sat2(v + Sat1(δ)) (23)

where Sat(x) is a continuous, nondecreasing saturation function
satisfying:

• xT Sati(x) > 0 for all x 6= 0.

• Sati(x) = x when the components of the vectorx are
smaller thanLi (|x(.)| ≤ Li.

• |Sati(x)| ≤ Mi for all x ∈ IR .

Proposition 3.1 The following choice of the saturation func-
tions [11]

Mi <
1
2
Li+1;

1− ρ

2
Li+1 ≤ Li ≤ Mi

ensures global stabilization of the linear dynamics when equa-
tion 23 is used as control input of the translational dynamics

Proof Recalling Eq. 13 and Eq. 23, it yields

v̇ = −Sat2(v + Sat1(δ))

Consider the storage functionSv = 1
2 ||v||2. The derivative of

Sv is given by

Ṡv = −vT Sat2(v + Sat1(δ))

Using conditions on Sati coupled with the fact thatM1 ≤ L2, it
follows that Ṡv < 0 (∀|v(.)| ≥ 1

2L2) (v(.) represents a com-
ponent of the vectorv). Consequently, it exist a finite time
T1 after which all components of the linear velocity vector
v(.) ≤ 1

2L2 (∀t ≥ T1). The control law Eq. 23 becomes then

u4Rde3 = mge3 + m(v + Sat1(δ)), ∀t ≥ T1

Now consider the evolution of the termδ for t ≥ T1. Let Sδ

the storage function associated with the termδ (Sδ = 1
2 ||δ||2).

DerivingSδ it yields

Ṡδ = δT ((ρ− 1)v − Sat1(δ))

Using the second condition of the proposition, one can observe
that the components of the vectorδ become smaller thanM1

after a finite timeT2. After T2, the control law becomes

u4Rde3 = mge3 + m(v + δ), ∀t ≥ T2

insuring exponential stability after the timeT2. 4
Using the saturated control law (Eq. 23), the derivative of the
first storage function becomes

Ṡ1 = −||δ||2−(2−ρ)δT v−||v||2−(δ+v)T |u4|s(R̃−I)Rde3

where

R̃ = RRT
d ; and|u4|s = ||mge3 + m Sat2(v + Sat1(δ))||

According to the above proposition, the system with such a sat-
urated input is globally asymptotically stable if the new error
term R̃ − I converges to zero. Now, it only remains to control
the attitude dynamics involving the error̃R− I.

3.2.2 Attitude dynamics control

The next step of the control design involves the control of the
attitude dynamics such that the errorR̃− I converges exponen-
tially to zero. We will use a quaternion representation of the
rotation to obtain a smooth control for̃R. The attitude devia-
tion R̃ is parameterized by a rotatioñγ around the unit vector̃k.
Using Rodrigues’ formula ([10]) one has

R̃ = I + sin(γ̃)sk(k̃) + (1− cos(γ̃))sk(k̃)2



The quaternion representation describing the deviationR̃ is
given by [2]

η̃ := sin
γ̃

2
k̃, η̃0 := cos

γ̃

2
; with ||η̃||2 + η̃2

0 = 1

The deviation matrix̃R is then defined as follows

R̃ = (η̃2
0 − ||η̃||2)I + 2η̃η̃T + 2η̃0sk(η̃) (24)

The attitude control control objective is to achieve whenR̃ = I.
From Eqn 24 this is equivalent toη = 0 andη̃0 = 1. Indeed, it
may be verified that

||R̃− I||F =
√

tr((R− I)T (R̃− I)) = 2
√

2||η̃|| (25)

Based on this result, the attitude control objective is to driveη̃
to zero. Differentiating(η, η0) yields (see [10])

˙̃η =
1
2
(η̃0I + sk(η̃))Ω̃, ˙̃η0 = −1

2
η̃T Ω̃ (26)

whereΩ̃ denotes the error angular velocity

Ω̃ = Rd(Ω− Ωd) (27)

and Ωd represents the desired angular velocity. In order to
find the desired angular velocity, we have to consider the time
derivative of the desired orientationRde3

Ṙd = Rdsk(Ωd); Ṙde3 = Rde3sk(Ωd) (28)

Since differentiating the expression ofRde3is quite complex, so
we will design a control law with a high gain virtual controlΩ̃v.
In this way we can neglect the time derivative ofRde3.

Then, by choosing the virtual control as

Ω̃v ≈ Ωv = −2kη̃0η̃

with parameterk chosen high enough to neglectΩd. With the
above choice, we then have

˙̃η = −k

2
||η̃0||2η̃ +

k

2
η̃0Rdν + ksk(η̃)Rdν

where

ν :=
1
k

Ω + RT
d η̃0η̃ (29)

and its time derivativėν is given by

ν̇ =
Ω̇
k

+ χ (30)

where

χ =
1
2
RT

d η̃T RdΩη̃ + RT
d η̃0(

1
2
η̃0I + sk(η̃))RdΩ (31)

The time derivative ofν becomes

ν̇ = −k

2
η̃0R

T
d η̃ − k

2
||η̃0||2ν (32)

Let us define the Lyapunov function candidate for the attitude
deviation :

S2 =
1
2
||η̃||2 +

1
2
||ν||2. (33)

Taking the time derivative ofS2 and using (32), we obtain

Ṡ2 = −k

2
||η̃0||2||η̃||2 − k

2
||η̃0||2||ν̃||2 (34)

This completes the control design for the attitude dynamics,
since the time derivative of the storage function in (34) is def-
inite negative. Then the input of the new control law (eq. 23)
limiting the orientation ensures the exponential stability of the
system.

4 Simulation results

In order to evaluate the efficacy of the proposed servoing tech-
nique with orientation limits, simulation results which concerns
the above “X4-flyer” model are presented. The experiment con-
siders a basic stabilization. The target is five points: four on the
vertices of a planar square and one on its center (see the initials
points on fig 4). The available signals are the pixel coordinates
of the five points observed by the camera.

For this experiment, it is assumed that the plane is perpendicular
to the line of sight (i. e. the unit vector normal to the target plane
is equal to the direction of the gravityn∗ = e3)

As discussed in the end of section 3.1 the homography ma-
trix has two columns of a rotation matrixRT as the first two
columns. The desired image feature is chosen such that the
camera set point is located some meters above the square.

Using the above specification, the errorε1 (eq.11) is defined as
follows

ε1 =
1

nT p
rp−RT e3

The parameters used for the dynamic model arem = 0.6,
I = diag[0.4, 0.4, 0.6], g = 10, d = 0.25 andκ = 0.01. Ini-
tially, the X4-flyer is assumed to hover at some meters above the
ground with thrusts corresponding to necessary forces to main-
tain stationary flightu4 ≈ mg.

For the sake of the simulation, the initial position of the X4-
Flyer isx = 10, y = 15, z = −12. Its orientation is fixed as the
identity matrixI3 and it is considered also in hover conditions
(Ω = 0). The simulation is presented to validate the proposed
control design. It simulates the behavior of the X4-flyer dy-
namics in the ideal case (extraction of the homography matrix
without disturbance). We will compare the results of the new
control law (with orientation limits) versus the evolution of the
states in the control law (without orientation limits) developed
in [4] (Figure 3). One can notice that the time of convergence



for the states following the new law of control is longer than the
previous law, but instead we see that the variation of the Euler
angles are restricted to small values (in this case, in the order of
10−3rad). So the new control law which limits the X4-flyer ori-
entation ensures small values for Euler angles, therefore we are
sure that the dynamics of the flying vehicle are applicable to the
hover conditions (quasi-stationary manoeuvres) and the object
will remain in the field of view of the camera. Finally, Figure 4
shows us the evolution of the target from the initial position till
the desired position (highlighted by the dashed square).

Figure 3: Evolution of the “X4-flyer” states (the 3 Euler An-
gles [radian] and the 3 coordinates [meter]) in the 2 control
laws: without limiting its orientation (Dashed Lines-Angles
in 10−1rad), and the new control law (Full Lines-Angles in
10−3rad)

5 Conclusion

In this paper, we presented a control strategy for the au-
tonomous flight of the X4-flyer taking into account an orienta-
tion limit in order to keep the image in the camera’s view field.

Figure 4: Evolution of the target points in the image surface for
the new control law. Points evolving from initial position till the
desired position (dashed square)

The control strategy is based on separating the airframe dynam-
ics from the motor dynamics. This strategy only requires that
the system is able to measure–with a video camera– the image
plane mapping features on a planar surface (such as a landing
pad).
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