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Abstract

Recently, we have proposed a solution of Diophantine
equation, which plays a central role of the stabilizing
problem in the design of linear control systems. But the
method is limited to the case where the transfer function
matrix is strictly proper and the denominator polynomial
matrix is column proper. In this note, we proposed a so-
lution of general Diophantine equation which does not
exist such limitations. In this extension, we proposed an
interactor like polynomial matrix, called a regularizing
polynomial matrix.

1 Introduction

Recently, we have proposed a solution of Diophantine
equation, which plays a central role of the stabilizing
problem in the design of linear control systems. But the
method is limited to the case where the transfer function
matrix is strictly proper and the denominator polynomial
matrix is column proper. In this note, we proposed a solu-
tion of general Diophantine equation which does not exist
such limitations. In this extension, we proposed a reg-
ularizing polynomial matrix for non-row/column proper
polynomial matrices.

The regularizing matrix is almost equivalent to an inter-
actor matrix [1]. A derivation of the interactor is much
complex. Although the algebraic equation, which the in-
teractor should be satisfied, was shown in [4], the solu-
tion in [4] was not adequate for computer calculations.
The authors proposed a solution of the equation by us-
ing Moore-Penrose pseudoinverse[6]. Since a function to
calculate the pseudoinverse is available in some standard
softwares for control engineering, the method is adequate
for computer calculations.

One of the most related problem to the regularizing ma-
trix is row/column properizing by elementary operations.
Since the regularizing matrix is not unimodular, non-
unimodular part of the regularizing matrix must be elim-

inate to find the elementary operation (unimodular) ma-
trix. To do this, a calculation of the minimal bases in
polynomial vector space will be used. A calculation of
the invariant zeros will be also discussed.

2 Regularizing Polynomial Matrix

Consider the following m × m polynomial matrix D(z):

D(z) = D0 + zD1 + · · ·+ znDn

= Sn
Im

(z)D (1)

where

D =




D0

D1

. . .
Dn


 ,

Sn
Im

(z) =
[
Im zIm · · · znIm

]
.

(2)

The problem consider in this section is to find a polyno-
mial matrix L(z)

L(z) = L0 + zL1 + · · ·+ zwLw

= Sw
Im

(z)L, w ≤ n (3)

which makes n-th degree’s coefficient matrix of D(z)L(z)
be nonsingular. We call the above L(z) as a regularizing
matrix. The existence of such matrix is clear by consid-
ering the interactor for D(z)/zn.

D(z)L(z) can be written by

D(z)L(z) = (D0 + zD1 + · · ·+ znDn)Sw
Im

(z)L (4)

= Sn+w
Im

(z)




D0 0 . . . 0
D1 D0 . . . 0
...

...
. . .

...
Dw Dw−1 . . . D0

...
...

. . .
...

Dn Dn−1 . . . Dn−w

0 Dn . . . Dn−w+1

...
...

. . .
...

0 0 . . . Dn




L.



Assume that the n-th degree’s coefficient of D(z)L(z) is
the identity matrix. If L(z) is the regularizing matrix,
then the following equality must hold from the above re-
lation:

TL = J (5)

where

T =




Dn Dn−1 . . . Dn−w

0 Dn . . . Dn−w+1

...
...

. . .
...

0 0 . . . Dn


 , J =




Im

0
...
0


 . (6)

In order to confirm the solvability of the above equation,
the degree w is defined as the minimum integer which
satisfies the following condition:

rank
[
T J

]
= rank T . (7)

Using Moore-Penrose pseudoinverse to solve eqn.(7), we
have a regularizing matrix which has the following prop-
erty:

Lemma 1 Let

L∼(z) = LT (z−1) = z−1LT
1 +z−2LT

2 + · · ·+z−wLT
w, (8)

If L is given by
L = T †J , (9)

then the following relation hold:

L∼(z)L(z) = LT L. (10)

The above Lemma can be proved on the same line as is
shown in [6]. It means that the regularizing matrix by
eqn.(9) has the all-pass property in discrete-time, and all
zeros are lie at origin.

3 Applications

3.1 Row/Column Properizing by Elementary
Operations

Row/column properizing of polynomial matrices by ele-
mentary operations needs much complex procedure [2],
[9]. Although a simple method proposed in [5], the
method restricted to the case where a given polynomial
matrix is “regular”. Therefore, by using the regularizing
matrix presented in the previous section, we can obtain
a general method.

For a given polynomial matrix D(z), let L(z) be the reg-
ularizing matrix. Since D(z)L(z) is both row and col-
umn proper, the controllability canonical realization of
L(z){D(z)L(z)}−1, say (A, B, C), can be easily obtain.
Then, the following relation holds [5]:

Sν
Im

(z)L(z) = Oν(C,A)Sµi−1(z) (11)

+T ν−1(A,B, C)Sν−1
Im

(z){D(z)L(z)},

where µi’s are the controllability indices of (A, B) and ν
is the maximum observability index of (C,A), and

Oν(C,A) =




C
CA
CA2

...
CAν




, Sµi(z) = block diag




1
z
z2

...
zµi




,

T ν(A,B, C) =




0 0 · · · 0
CB 0 · · · 0

CAB CB · · · 0
...

...
. . .

...
CAνB CAν−1B · · · CB




.

(12)
Choosing the left null bases for Oν(C,A), say M , we can
obtain

MSν
Im

(z)L(z) = MT ν−1(A,B, C)Sν−1
Im

(z){D(z)L(z)}.
(13)

Let ci denote the i-th row vector in C, and νi denote the
i-th observability indices of (C, A). Define Ô and Õ

Ô =




c1

...
c1A

ν1−1

c2

...
cmAνm−1




, Õ =




c1A
ν1

...
cmAνm


 . (14)

Then there exist a matrix Λ such that

Õ = ΛÔ. (15)

Using Λ, define

M =
[−Λ Im

]
U, (16)

where U is a row selection matrix such that

UOν =
[

Ô

Õ

]
. (17)

Lemma 2 Choose linearly independent row vectors
from the top of Oν , say ciA

νi is row span of c1, . . ., cm,
c1A, . . ., cmA, c1A

νi , . . ., ci−1A
νi (

∑m
i=1 νi = n, νi ≥ 0).

Then, D̃(z) := MSν
Im

(z) is both row and column proper
matrix.

Lemma 3 Choose linearly independent row vectors c1,
. . ., c1A

ν1−1, c2, . . ., c2A
ν2−1, c3, . . ., cmAνm−1, where

c1A
ν1 is row span of c1, . . ., c1A

ν1−1, c2A
ν2 is row span

of c1, . . ., c1A
ν1−1, c2, . . ., c2A

ν2−1, . . ., and cmAνm is
row span of c1, . . ., cmAνm−1. Then, D̃(z) := MSν

Im
(z)

is a lower triangular column proper matrix.
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In both cases, U(z) := MT ν−1(A,B, C)Sν−1
Im

(z) is a uni-
modular matrix from the choice of Õ.

Example 1 Consider the following polynomial matrix

D(z) =
[

z3 + 5z2 + 8z + 4 −z3 − 7z2 − 14z − 8
−z3 − 8z2 − 19z − 12 z3 + 10z2 + 33z + 36

]

= z3

[
1 −1
−1 1

]

D3

+ z2

[
5 −7
−8 10

]

D2

+ z

[
8 −14

−19 33

]

D1

+

[
4 −8

−12 36

]

D0

.

In this case, w = 3 and T and J can be defined by

T =


 D3 D2 D1

0 D3 D2

0 0 D3


 , J =

[
I2

04×2

]
.

Then, the coefficient matrix L of the regularizing matrix
L(z) is given by

L = T †J =
1
4




−2 −3
2 3
4 5
0 1
2 2
2 2




and D(z)L(z) can be calculated by

D(z)L(z) =
[

z3 − 7z − 6 −4.5z2 − 13.5z − 9
2z2 + 14z + 24 z3 + 10z2 + 33z + 36

]
.

Calculating a minimal degree left annihilating matrix[
U(z) −D̃(z)

]
of

[
D(z)L(z)

L(z)

]
like [5], we have

D̃(z) =
[
3z2 + 13z + 10 −2z − 8

2z + 2 3z2 + 17z + 20

]
,

U(z) =
[
1.5z + 5.5 1.5z + 1
1.5z + 6.5 1.5z + 2

]
.

3.2 A Calculation of Invariant Zeros

Let (A, B, C, D) denote a minimal realization of G(z) =
N(z)D−1(z), where D(z) and N(z) are right coprime
polynomial matrices. Let P (s) be the system matrix for
G(z) which is given by

P (s) =
[

zIn − A B
−C D

]
. (18)

If there exist a scalar λ and vector v �= 0 which satisfies

rank P (λ)v = 0, (19)

then λ is called the invariant zero, and v is called corre-
sponding invariant zero vector. If D has full column rank,
then an invariant zero of G(z) is given as an unobservable
mode of (D⊥C, A − BD†C) (see Lemma 4.1 in [8]). In
this subsection, it will be considered the case where D
does not have full rank.

It is well known that[
zIn − A B
−C 0

]
	

[
In 0
0 N(z)

]
(20)

where 	 means the eqivalence under some elementary
operations [9]. Therefore, the invariant zeros can be cal-
culated by finding a scalar λ′ and vector v′ �= 0 which
satisfies

N(λ′)v′ = 0. (21)

Now, There exists a unimodular matrix U(z) such that

U(z)N(z) =
[

R(z)
0

]
, (22)

where R(z) is nonsingular. The above U(z) can be found
by applying the regularizing polynomial matrix L(z) for
N(z), and then finding the minimal annihilating matrix
by using Lemma 3. That is, the problem is to find the
zeros of R(z).

Example 2 Consider the following system:

A =



0 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0


 , B =



1 0
0 0
0 0
0 1


 , C =


 1 0 0 0
1 −1 1 0
1 0 0 0


 .

The transfer function matrix of the above system is given
by

G(z) = C(zI − A)−1B =


 1 0
1 z − 1
1 0


[

z 0
0 z3

]−1

and the numertor polynomial matrix of the above G(z)
is row equivalent to


 1 0
0 z − 1
0 0




and thus G(z) has the invariant zero at z = 1.

3.3 A Solution of General Diophantine Equation

The problem considered in this note is to find polyno-
mial matrices Xd(z) ∈ Rm×p[z] and Yd(s) ∈ Rm×m[z]
satisfying

[
Xd(z) Yd(z)

] [
D(z)
N(z)

]
= Hd(z)F (z) (23)
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for given polynomial matrices D(z) ∈ Rm×m[z], N(z) ∈
Rp×m[z] and Hd(z), F (z) ∈ Rm×m[z]. The above equa-
tion is called Diophantine equation. In order to solve the
above equation, it is assumed without loss of generality
that D(z) is nonsingular.

Let Xd, Y d and Hd denote the parameters satisfying

Xd(z) = X0 + zX1 + · · ·+ zd−2Xd−2

=
[
X0 X1 . . . Xd−2

]



Ip

zIp

...
zd−2Ip




:= XdS
d−2
Ip

(z),

Yd(z) = Y0 + zY1 + · · ·+ zd−1Yd−1

=
[
Y0 Y1 . . . Yd−1

]



Im

zIm

...
zd−1Im




:= Y dS
d−1
Im

(z),

Hd(z) = H0 + zH1 + · · ·+ zd−1Hd−1

=
[
H0 H1 . . . Hd−1

]



Im

zIm

...
zd−1Im




:= HdS
d−1
Im

(z). (24)

If it is also assumed that
[

F (z)
N(z)

]
D−1(z) is strictly

proper, then the following result can be obtained easily
[7].

Lemma 4 Let (A, B, C) and (A, B, F ) denote
the minimal realization of N(z)D−1(z) and F (z)D−1(z)
respectively. Then, there exist Xd(z) and Yd(z) which
satisfy
1) Diophantine equation (23).
2) H−1

d (z)Xd(z) is strictly proper.
3) H−1

d (z)Yd(z) is proper.
if and only if the following relation holds:

[
Xd Y d

] [
Im(d−1) 0

T d−2(A,B, C) Od−1(C,A)

]

=
[
HdT d−2(A,B, F ) HdOd−1(F,A)

]
.

(25)

In order to see the above lemma, D(z) should be col-
umn proper. If not, consider the regularizing matrix L(z)
for D(z). Then, the controllability canonical realization

(Â, B̂,

[
Ĉ
CF

]
) for

[
N(z)
F (z)

]
L(z){D(z)L(z)}−1 can be ob-

tain easily. Of course, it may not be minimal. Calcu-
lating the minimal bases

[
DT (z) NT (z) FT (z)

]T like in
eqn.(13), a minimal realization can be obtained.

4 Conclusions

In this note, a regularizing polynomial matrix for non-
row or column proper polynomial matrix was proposed.
A calculation method of the regularizing matrix was pro-
posed. This method is easy and adequate for computer
calculations. As applications, row/column properizing by
elementary operations, a calculation of invariant zeros,
and a solution of general Diophantine equation were con-
sidered. These are adequate for computer calculations
again, since they carry out by using the state space repre-
sentations. Numerical examples was presented to confirm
the proposed method.
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