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Abstract

This paper considers the singular structure for sampled
data LQ problems of continuous linear systems, and the
asymptotic behaviour when the sampling rate is increased.
We show that there is a natural convergence between the
finite set of singular values of the discrete time problem,
and the (infinite) countable set in continuous time.

1 Introduction

There exist many results connecting discrete time models
to the underlying continuous time systems. One mecha-
nism for elucidating this connection is to utilize the delta
operator as reported, for example, in [4, 10, 12, 11, 15, 17,

, 9, 16].

The motivation for the current paper is work originally
reported in [6] which suggests a mechanism for solving
constrained LQ problems for continuous time systems us-
ing a singular value decomposition. Related work regard-
ing singular value structures has also been reported in the
context of cross directional control [14] and constrained
receding horizon control [13] for discrete time systems.

This body of work raises the more general system theo-
retic question regarding the connection between the singu-
lar value structure of discrete time LQ problems and the
associated continuous time case. A deeper understanding
of this connection could, for example, lead to approximate
algorithms for the continuous time problem but which are
solved using standard discrete time methods. The exis-
tence of a well defined limit as the sampling rate increases
could be exploited in high speed applications, using ad-hoc
algorithms for constrained systems in MPC strategies.

The remainder of the paper is as follows: In Section 2
we describe the continuous time problem and its sampled
data counterpart. In Section 3 we summarize the known
results on the singular value for the continuous time case.
In Section 4, we explore the connections between the sin-
gular values for the associated sampled data problem and
the continuous one. Section 5 presents an example and
conclusions are discussed in Section 6.

2 Problem Formulation

We study two related fixed horizon linear quadratic con-
trol problems, one defined in continuous time and the as-
sociated sampled data problem, using zero order hold for
the input signal:

2.1 Continuous time

We consider the problem P, defined in the continuous time
domain as follows:

1. Continuous time model:
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~
=
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Az(t) + Bu(t) ; z(0) =z, (1)

where A € R"*™ B e R**™ (' € R™*",
2. A fixed time horizon T} < oo.

3. A quadratic cost function J to be minimized:
J=J+Jx

Ty
i = /0 (=) Qe(t) +u(®) Ru() dt )
Joo = a(Ty)" P x(Ty)

where @ > 0, R > 0, and where the final state weight-
ing matrix, P satisfies the corresponding continuous-
time algebraic Riccati equation and gives the infinite
horizon optimal unconstrained cost associated with
the cost J; when the initial state is (7).

Note that we could also add input and/or state constraints
to the problem P, as in [6]. However, these constraints do
not affect the thrust of the argument presented here.

2.2 Sampled Data Problem

A natural way to approximate the problem P would seem
to be to use a (small) sampling period A together with a
zero-order hold approximation:

u(t) = ua(t) = ug s kA<t<(k+1)A (4



We consider as sampling interval an integer fraction of the
fixed time horizon, i.e., Tt = NA for some N € N.

The discrete time problem Pa is then defined as follows:

1. Discrete Model:

Tht1 = Aql'k + Bquk (5)
Y = Coii (6)

where k € Z, the initial state is z,, given in (1), and:
A
A, = e Bq:/ eMBdn; C,=C (7
0

2. Fixed discrete time horizon N = Ty /A.

3. A quadratic cost function Ja to be minimized:

N—
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where:

A
Qg = /O A1 Qe dt (9)

S, = / S AT O di (10)
0 A
R, = RA + / WTORM At (11)
0
h(t) = / AT Bdr (12)
0

and P satisfies the discrete-time algebraic Riccati
equation associated with (8).

Again, input and/or state constraints can be added if rel-
evant.

Remark 1 Note that from equations (9)—(12) we have
that, when A — 0:

A A A (13)

Remark 2 The choice given by equations (9)—(12) for the
matrices in the discrete cost function (8), ensures that:

J(un) = Ja(ur) (14)

where the signal ua(t) and the sequence uy are related by
(4) [1]-
3 Continuous Time Singular Structure

In this section we summarize the main result on the sin-
gular value structure of problem P as presented in [6].

We consider the Hilbert spaces V = L5(0,Tf;R™) and
Z =R" x L5(0,Ty;R™), with inner products:

Ty
tetv= [ A@TROE  hfeV (9)
T 1s 1T 1
gz = (o) a8+ [ sl
0 0
n=%]m=%cz 0o
We rewrite the input and response signal as:
v=uv(t) = RY?u(t) €V (17)
20 1/2 4
z= |:Zl(t):| = [1221/2 QEZ;];)} €z (18)

The cost function (3) and the system dynamics can then
be expressed as:

J = [olly + ll21% (19)
z=Fx,+ Gu (20)
where z, € R™, and F and G are linear operators:
B (}—A%)o B P1/2€ATf£Eo
Fxo = |:(.7:A(E0)1(t) - Q1/2€At$0 (21)

Ty
p1/2/ eA(Tf_f)BR_l/Qv(g) d¢
- 0

Q1/2/t A BR2y(¢) de
i (22)

The following theorem establishes the singular values of
the operator G, which satisfy:

c>0: Gf=09g , G'g=o0of (23)

where G* is the adjoint operator of G [5].

Theorem 1 The set of singular values {o;} of the linear
operator G in (22) are given by the roots of the equation:

det <[—0'_1P I,] eM()Ty [?}) =0 (24)
where o > 0, and:
A o 'BR™'BT
mo =Ly T e

The corresponding singular vectors f; € V and g; € Z, are
given by the following functions:

O =R B0 L] | Do (20)

g0 =PV [I, 0]ME)Ts [ﬂdi (27)
e [0
AO=Q [0, ok | Pla )



where d; # 0 is a vector such that:

I:—O'ilP In] eM(Ui)Tf [I()

n

}di:O (29)

Proof: see [0].

4 Discrete Time Singular Structure

We next explore the singular value structure of the discrete
(sampled data) problem and show that it converges to that
of the underlying continuous problem.

We now cousider the Hilbert spaces V = l3(0, N — 1;R™)
and Z =R" x [5(0, N — 1;R™), with inner products:

N—-1
(fifov=> ffo sfi.f2€V (30)
0
T = T
(91,92)2 = (99)" o5+ D (91) 95
0
0 0
g1 92
101 = , g2 = €z 31
g1 [QJ 92 [g%} (31)
We rewrite the input and response signals as:
U:vk:R;/ZukEV (32)
0 1/2
z= |:z1:| = PA1/2ZEN €z (33)
k q Tk

In the cost function (8) we can neglect the coupled term
depending on S; based on its convergence properties
shown in (13). In this case, the cost and the system dy-
namics can then be expressed as:

Ja = olly + 1211%

2= FaZo + Gav

where z, € R", and Fa and Ga are linear operators de-
fined by:

r /2 AN
(fA1’0)0:| Pi ANz,

Fato= = “ 36
Ato _(fA-To);lg 3/2141;3:0 (36)
) N-1

1/2 N—1-1 ~1/2
[(Gav)® Py ZAq ByR, /2o
av= iG] = | L5
L é/QZAququR;UQUZ
1=0
(37)

where 0 < k < N.

Theorem 2 For a given A, the set of singular values {o; }
of the linear operator Ga in (37) are given by the roots of
the equation:

det ([—U—IPA AT Ma(o)Y [Iﬂ) =0 (38)
where o > 0, and:
Mna(o) =
A, %BqR;BqT
—LANTQA, (AT (1 - %QquRq—quT>
(39)

The corresponding singular vectors f; € V and g; € Z, are
given by the following functions:

FilkA) = RSV2BT [0 1] Ma(o4)* [IO } d;  (40)
g? = Pi/Q [In 0] MA(Ui)N [I(ij| d; (41)
k8] = Q)7 1, 0 Ma(en)* [ ] a (42)

where d; # 0 is a vector such that:
(o Py AT] Ma(o)™ m Gi—0  (43)

Proof: The singular values and singular vectors of the
linear operator Ga are defined by:

0>0: Gaf=o0g9 , Grg=of (44)
where f €V, g € Z, and G is the adjoint operator of Ga

[5], given by:

0
Gig =G B}J — R1/2BT

N—1
< | (ADN TP+ Y (AN gk (45)
k=l+1
We define the variables:
k—1
pr=Y AFUIBR (46)
1=0
N-1
_1-1pl/2 1
ql:(AZ’)N 1 lPA/ gO+ Z (Ag’)k 1 lQé/lei (47)
k=l+1

Using (44) it is readily seen that these functions satisfy:

-] - -]

qj+1 q; q; Qo



Also the following relations hold:

[o-Py AT] [m—o , [gg]_

0
Using (49) in the solution of (48), with j = N, we have:

[70’71PA A?;] MA(J)N |:?] q =0 (50)

However, a necessary condition to have a non trivial so-
lution, different from (f,g) = 0, is qo # 0. Therefore
condition (38) is a necessary condition. Similarly, suffi-
ciency can be easily verified.

The singular vectors can be obtained using the definitions

of Ga in (37), GA in (45), (46) and (47):
Fe=R;7Bl qs " =PY’pni b =QY*pr (51)

Denoting the vector qo = d # 0, equations (40)-(42), are
obtained from:

Pk
=M
[qk] 4

The singular values of the operator Ga correspond to the
(squared) eigenvalues of the compact self-adjoint operator
GAGAa. Also, the following properties hold [7]: (i) the
singular vectors { f;} are orthogonal, and (i) the singular
values {o;} are real and positive, being o = 0 the only
possible point of accumulation:

0[] = Ma0 [fw o2

\YAYAY)

o1>...>0on>0 (53)
Theorem 3 Given a sampling period A = Ty /N the op-
erator Ga has exactly Nm singular values.

Proof: Following the same lines as in [0] it can be proved
that 0 = 0 is not an eigenvalue of the operator GAGA.
Then the set of (orthogonal) eigenvectors form a complete
basis of V = 15(0, N — 1;R™), which has dimension Nm.
Therefore, operator Ga has exactly Nm singular values

and vectors. \VAVAV)

We next explore the limiting result for matrix Ma (o),
in equation (38), as A — 0.

Lemma 1 The matriv Ma(o)™ has well defined limit
when A goes to zero. Specifically:

- N _ M(o)Ty
ilino Ma (o) e (54)
where: A ) _—
c 'BR B
M(J> = _U—lQ _AT (55)

Proof: We write Ma(c) = Ma, and then we consider
the following expression:

log MY = N -log (I + (Ma — 1))
_ 1 (Ma - 1)

2 |on - n - B

+] (56)

Using the delta domain state space matrices As = (Aq —
I)/A and Bs = By/A [11], we have:

Lll L12
Mpa —1I= 57
A {Lm Lo (57)
where:
Ly =A,—I=As (58)
1, 1 R\ !
Liz = —BgR, 'Bf = —Bs (Kq) BY (59)
1 _
Loy = —;(Ag) 1Qqu
1 Ty\—1 Qq
= (I +A45) 7 =0T+ AAy) (60)

_ 1 _
Lo = (AZ) ' (I - ;QquRq 133 - AQT)

_ A R\ !
= —(I+AAD) 1<A5T+§%B‘S(Kq) B?) (61)

Using (13), we can thus see that this submatrices converge,
as A — 0, to the corresponding submatrices of M (o) in
(55). Therefore we finally have:

lim n (Ma (o)) =Ty - M(o) (62)

and (54) is obtained applying the exponential, which is
continuous function. \YAVAYS

Based on the previous result, and the convergence proper-

ties of matrices P and A, when the sampling rate grows

to infinity, we can notice that equation (38) is transformed
0 (24), as A — 0.

Finally, we show that the finite set of singular values of the
discrete problem converge to a countable subset of singular
values for the continuous problem in a well defined fashion.

Theorem 4 When the sampling period A goes to zero,
the singular values of the operator Ga, for the discrete
time problem, converge to a subset of the singular values
of the operator G, for the continuous time problem.

Proof: The singular values of the operator Ga are the
square root of the eigenvalues of the self-adjoint operator
GAGA. The last statement is true for every operator, so
the same holds for the continuous time operators G defined
in (22) and G*G.



The proof uses the fact that the discrete self-adjoint oper-
ator:

GiGav=R 1/2 (AT)N 1— lP ZAN 1— kB R—1/2
k=0
N—-1 j—1
+ Y (ATQ Y AT ByR, 1%] (63)
j=l+1 k=0

can be rewritten as:

Gagav = () F BL
AYAV = A A
N

1 _1
B 2
y |:6ATA(N1l)PA eAA(N—l—k)Kq (%) oA
k=0
1
ATAG—1-1) Qq AA(G—1-k) Bq [ Bq\ 2
oy baSesonn B (B) s
Jj=l+1
(64)

When A — 0, this operator converges pointwise exactly
to its continuous time counterpart:

T
G*Gv=R'?B" {eAT(TFmP/ ! MO BRTY2y(g) de
0

Tf T
+/ eAT“—‘”Q/ ACTOBRV 2y (g) de dr|  (65)
B8 0

where we used the convergence properties, when A — 0,

Bq Qq Rq

~ B R Q, A R Pa—P (66)
and:

NA=T;, (I+D)A=08, jA=71, kA=¢ (67)

According to Theorem 1.6 in [S], given a sequence of
bounded functions {GA Ga,v} in Ly which converges
pointwise to G*Gv, then G*Gv is in Lo and {gzngAnv}
is Lo-convergent to G*Gu, i.e., the discrete time operator
converges in norm to the continuous time one.

Then, following the same arguments used in [2], we prove
that every limiting point of the set of eigenvalues of GAGA
(singular values of Ga ) converges to an eigenvalue of G*G.
Let us suppose that X\ # 0 is a limit point of a sequence of
eigenvalues An of GAGA, hence, (Aal —GAGA) converges
in norm to (A\I—G*G). Since the set of invertible operators
is open, if (AAI —GAGA) is not invertible (i.e., Aa belongs
to the spectrum of the self-adjoint operator) for all A then
(M —G*G) is not invertible. This establishes that A belongs
to the spectrum of the compact self-adjoint operator G*G,
different from zero, so it is one of its eigenvalues. VVV

5 Example

We illustrate the previous results for a simple example:
Example 1 Consider the double integrator system:

-§ o f)

:[1 O]m

(68)
(69)
with continuous cost function (3), where Ty = 5, Q =

CTC, R = 0.1, and P is the solution of the algebraic
Riccati equation associated to Jy in (3).

The discrete time model matrices, from (7), are:

qu{é ﬂ; BQZ[AQA/Q}; c,=[1 0] (70)

The matrices for the sampled data cost function (8), are:

1 A2
Qq =A [A/Q A2/3] (71)
R, =A (A*/20+0.1) (72)
Si=A [ﬁi;g} (73)

and Pa is obtained from the discrete time algebra Riccati
equation associated to (8).

We define f(o) to be the function on the left hand side of
equation (24), whose positive Toots are the singular values
of G, and analogously, we use fa(c) to define function
on the left hand side of (38), whose positive roots are the
singular values of Ga. Figure 1 shows the functions f(o)
and fa(o) for three different values of A = Ty /N, where
we can see that the finite set of roots (singular values) ob-
tained in discrete time approach the countable set of roots
in the continuous time set. Note that the zero crossings
by f(o) and fa(o) correspond to the singular values.

To illustrate the results in Section 4, Figure 2 shows the
evolution of the first 10 singular values for the discrete
problem, Pa, compared with the singular values obtained
in [0] for the continuous time problem. Note that given
any N and the corresponding sampling period A, the op-
erator Ga has only N singular values given by equation
(38), as stated in Theorem 3. In the figure we can see that
the discrete-time singular values quickly approach their
continuous-time counterpart. For example, with N = 4
the four singular values obtained are within 10% of the
continuous time ones. VvV

6 Conclusions

This paper has explored the connections between the sin-
gular values of a continuous time linear quadratic control
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Figure 1: Plot of fa (o) (solid) and f(c) (dashed) for N =
1,4 and 16.

F

igure 2: Convergence of the singular values of Ga

problem and its sampled data counterpart. Specifically,
it has been shown that the sampled data singular values
converge to the continuous time singular values.
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