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Abstract

Recently, new stability analysis and controller synthesis meth-
ods based on non-common Lyapunov matrices are proposed.
In this paper, we give another simple and easy proof for them
using redundant descriptor form. Furthermore, we propose a
sufficient condition for stability of slowly time-varying systems
that have real rational uncertainties using the technique in the
proof. The proposed condition is not more conservative than
former methods and the quadratic stability.

1 Introduction

Recently, with the development of effective computational
method for linear matrix inequality (LMI) conditions, a lot of
analysis and synthesis methods are proposed in LMI’s. LMI’s
can describe difficult problems such as multi objective syn-
thesis, synthesis for parameter dependent systems and so on.
However, there is a problem called “common Lyapunov ma-
trix” in these synthesis methods based on LMI’s. For example,
the Lyapunov matrix forH∞ performance analysis of a system
is not equivalent to that forH2 analysis of the same system. It
is clear that we should prepare two Lyapunov matrices for less
conservative synthesis of theH∞/H2 mixed problem. How-
ever, it is difficult to choose Lyapunov matrices independently
for the mixed synthesis based on LMI’s, because the change
of variable is required for multi objective synthesis in many
cases. This means that there is a gap of conservativeness be-
tween analysis and synthesis.

For this problem, Oliveira et al.[1, 2] proposed new analysis
and synthesis methods using non-common Lyapunov matrices
for discrete time systems. For continuous time systems, Peau-
celle et al.[3], Apkarian et al.[4], Shimomura et al.[6], Ebihara
et al.[5] proposed new methods, independently. These results
are applicable to multi objective synthesis and give less conser-
vative controllers.

In this paper, we show another simple and easy proof for these
results using descriptor form. Furthermore, we give analysis
and synthesis method for slowly time varying systems that have
real rational uncertainties, based on the technique used in our
proof.

The notation is standard. The notation He{M} stands forM +
MT , diag{M1,M2, . . . ,Mm} is the block diagonal matrix ofM1,
M2, . . ., Mm. ‖G(s)‖∞ is H∞ norm ofG(s). µU (G) stands for
the structured singular value of a matrixG for given class of
uncertaintyU .

2 Former results

The followings are the result of Ebihara et al. and Shimomura
et al., respectively.

Lemma 1 [5] For a continuous linear dynamical system;

ẋ(t) = Ax(t) (1)

the following statements are equivalent.

1. The system (1) is stable.

2. (Lyapunov stability) There existsX > 0 such thatAX +
XAT < 0 holds.

3. There existX > 0, F1 andF2 such that the following matrix
inequality holds.

[
X −X
−X 0

]
+He{

[
A− 1

2I
I

][
F1 F2

]}
< 0 (2)

4. There existX > 0 and G such that the following matrix
inequality holds.

[
X −X
−X 0

]
+He{

[
A− 1

2I
I

]
G

[
I −I

]}
< 0 (3)



Lemma 2 [6] The system (1) is stable if and only if there exist
ε > 0, X > 0 andV such that the following matrix inequality
holds.

[
0 X
X 0

]
+He{

[
A
I

]
V

[
I εI

]}< 0 (4)

The goal of this paper is to give another simple and easy proof
of these results using redundant descriptor form.

3 Another proof based on descriptor form

In this section, we give another simple and easy proof for the
former results (Lemma 1, 2) using descriptor form.

3.1 Stability condition

Theorem 1 The system (1) is stable if and only if there exist
X11 > 0, X21, X22, α andβ 6= 0 such that the following matrix
inequality holds.

[
2αX11 βX11
βX11 0

]
+He{

[
A−αI
−β I

][
X21 X22

]}
< 0 (5)

Proof (Sufficiency) Letx2(t) bex2(t) = x(t), we have the fol-
lowing descriptor system that is equivalent to the system (1).

Ê

[
ẋ(t)
ẋ2(t)

]
= Â

[
x(t)
x2(t)

]
(6)

Ê :=
[

I 0
0 0

]
, Â :=

[
αI A−αI
β I −β I

]
(7)

A descriptor system (6) is stable if there existsX such that the
following matrix inequality holds [9].

He{ÂX}< 0 (8)

ÊX = (ÊX)≥ 0 (9)

Here,(1,2)-block ofX must be 0 because of the structure ofÊ
and Eq.(9). Then we have the followingX;

X :=
[

X11 0
X21 X22

]
, X11 > 0 (10)

SubstitutingÂ and Eq. (10) for the matrix inequality (8), we
obtain the matrix inequality (5).

[Necessity] There existX11 > 0, α, β and minute matrix1,
X22 = XT

22, (such thatβX22 > 0 holds) such that the following
matrix inequality holds, if the system (1) is stable.

He{AX11}+(A−αI)
1

2β
X22(A−αI)T < 0 (11)

1In this paper, “minute matrix” implies that the matrix whose spectral radius
is minute.

Using Schur complement, we have the following matrix in-
equality.

[
2αX11+He{(A−αI)X11} (A−αI)X22

X22(A−αI)T −2βX22

]
< 0 (12)

LettingX21 = X11, we have the following inequality;

[
2αX11+He{(A−αI)X11}

X22(A−α I)T +β (X11−X21)

(A−α I)X22+β (X11−X21)
T

−2βX22

]
< 0 (13)

It is equivalent to the matrix inequality (5).2

Theorem 1 is equivalent to the result of Ebihara et al.[5] when
α = 1

2 andβ = −1, and is equivalent to the result of Shimo-
mura et al.[6], whenα = 0, β = 1, X21 =−V andX22 = εX21 =
−εV, (ε is a minute positive scalar). Note that we can takeα
andβ as specified values without loss of generality. Eq.(5) is
also necessary and sufficient condition for stability when we
fix α andβ to be certain values. It implies that Eq.(5) is LMI
condition and computable.

3.2 State feedback synthesis

Now, we consider the following system;

ẋ(t) = Ax(t)+Buu(t) (14)

u(t) = Kx(t) (15)

Letting X22 = εX21, (ε is a minute positive scalar) in Theorem
1, it enables us to synthesize state feedback gain in the same
way as the former methods.

Theorem 2 There exists stabilizing state feedback gainK, if
there existX11 > 0, X21, Y, α, β 6= 0 and ε such that the fol-
lowing matrix inequality holds;

He{
[

A−α I
−β I

][
X21 εX21

]
+

[
Bu

0

][
Y εY

]}

+
[

2αX11 βX11
βX11 0

]
< 0 (16)

When there exist the above variables such that (16) holds, the
stabilizing state feedback gainK is given byK := YX−1

21 .

As we have shown in the proof of the necessity of Theorem 1,
X22 can be taken to be a minute matrix without loss of gener-
ality and this fact does not make the gap of conservativeness
between analysis condition and synthesis condition. The pa-
rametersα andβ can be taken to be certain values without loss
of generality. However, the optimal value ofε is unknown in
general. This implies that the synthesis method requires line
search as in the former methods (Whenε is fixed, Eq. (16) be-
comes LMI condition). Note that this problem demands a lot
of computation.



3.3 H∞ norm condition

We can also explain the former results for the performance
problem using descriptor form. Now, we consider theH∞ norm
condition for the following systemG(s) := C(sI−A)−1B+D.

ẋ = Ax+Bw (17)

z = Cx+Dw (18)

We have the following descriptor system that is equivalent to
the system (17), (18), whose coefficient matrices are defined in
the same way as in the proof of Theorem 1.

Ê ˙̂x = Âx̂+ B̂w (19)

z = Ĉx̂+Dw (20)

B̂ =
[

B
0

]
, Ĉ =

[
0 C

]
(21)

For the descriptor system, we apply the followingH∞ norm
condition.

Lemma 3 [9] For a descriptor systemĜ(s) := Ĉ(sÊ− Â)B̂+
D, ‖Ĝ(s)‖∞ < 1 holds if there existsX such that




He{ÂX} B̂ (ĈX)T

B̂T −I DT

ĈX D −I


 < 0, ÊX = (ÊX)T ≥ 0 (22)

holds.

Substituting theÂ, B̂, Ĉ, D andÊ for Eq. (22), we obtain the
following condition that is equivalent to the results of Ebihara
et al. and Shimomura et al.

Theorem 3 ‖G(s)‖∞ < 1 holds if there existX11 > 0, X21 and
X22 such that

He{




A−αI
−β I

0
C




[
X21 X22 0 0

]}

+




2αX11 βX11 B 0
βX11 0 0 0
BT 0 −I DT

0 0 D −I


 < 0 (23)

holds.

For other performance conditions (e.g.,H2 norm condition),
we can also obtain non-common Lyapunov type conditions, by
using the descriptor system (19)–(21) and substituting them for
the performance conditions for descriptor form in LMI term.

4 Analysis and synthesis for slowly time varying
systems

In this section, we consider the stability analysis for the follow-
ing slowly time varying linear dynamical system.

ẋ(t) = Ax(t)+Bw(t) (24)

z(t) = Cx(t)+Dw(t) (25)

w(t) = ∆(t)z(t), ∆(t) ∈U (26)

U := {diag{r1(t)I , r2(t)I , · · · , rN(t)I} |

|r i(t)| ≤ 1,

∣∣∣∣
d
dt

r i(t)
∣∣∣∣≤ vi} (27)

Note that this system has real rational uncertainties. It is diffi-
cult to deal the uncertainties without conservativeness. When
vi = 0, the problem is realµ analysis. It is well known that
there is no effective method to calculate the exact value ofµ
for the system.

Theorem 4 The system (24)–(27) is stable if there exist
X11(r) > 0, Xi j (r), (r := [r1(t), r2(t), · · · , rN(t)]), α andβ 6= 0
such that the following matrix inequality holds.

He{



A−αI B∆
−β I 0
C −I +D∆







X21(r)
T X31(r)

T

X22(r)
T X32(r)

T

X23(r)
T X33(r)

T




T

}

+




2αX11(r)− d
dt X11(r) βX11(r) 0

βX11(r) 0 0
0 0 0


 < 0 (28)

Proof We can obtain the following equivalent descriptor sys-
tem using the same way as in the previous section.

Ẽ




ẋ(t)
ẋ2(t)
ż(t)


 = Ã




x(t)
x2(t)
z(t)


 (29)

Ẽ := diag{Ê,0}, Ã(t) :=


 Â

[
B∆(t)

0

]

[
0 C

] −I +D∆(t)


 (30)

A time-varying descriptor system̃E ˙̃x = Ãx̃ is stable if there ex-
istsX̃(t) such that the following matrix inequality holds.

He{Ã(t)X̃(t)}− d
dt
{ẼX̃(t)}< 0, ẼX̃(t) = (ẼX̃(t))T ≥ 0

(31)
The same way as the previous section, we have the following
X̃(t).

X̃(t) :=




X11(t) 0 0
X21(t) X22(t) X23(t)
X31(t) X32(t) X33(t)


 , X11(t) > 0 (32)

Substituting Eq. (30) and Eq. (32) for Eq. (31) and replacing
Xi j (t) with Xi j (r), we obtain the matrix inequality (28).2

Using the descriptor system (29), (30) and Eq. (19)–(21), we
can obtain theL2 gain (sufficient) condition for the system with
real rational uncertainty.

Note that the condition (28) contains not the rational terms of
uncertainties∆(t) but affine terms of∆(t). It is easier to deal the
affine uncertainties than the rational ones. Actually, with the
restriction for the variables as in [7, 8], the condition becomes



convex and we can obtain computable sufficient conditions (it
is enough to check LMI conditions at all vertices of∆ andv̄i).
Furthermore, ifD = 0, we can prove that the proposed method
is not more conservative than the quadratic stability.

Theorem 5 There exists a time invariant matrix̃X such that
(28) holds, if the system (24)–(27) withD = 0 is quadratically
stable (i.e. stable for̄vi = +∞).

Proof There existX11 > 0, α, β , minute matricesX22 = XT
22,

(βX22 > 0) andX33 > 0 such that the following matrix inequal-
ity holds, when the system (24)–(27) withD = 0 is quadrati-
cally stable.

(A−αI +B∆C)
1

2β
X22(A−α I +B∆C)T

+B∆
1
2

X33∆TBT +He{(A+B∆C)X11}< 0 (33)

Using Schur complement, we have the following matrix in-
equality.

He




(A−αI +B∆C)X11 0 B∆X33
((A−αI +B∆C)X22)

T −βX22 0
0 0 −X33




+




2αX11 0 0
0 0 0
0 0 0


 < 0 (34)

LettingX31 andX32 to be

X31 := CX11, X32 := CX22, (35)

we have the following matrix inequality.

He




(A−αI)X11+B∆X31 −βX11 B∆X33
((A−αI)X22+B∆X32)

T −βX22 0
CX11−X31 CX22−X32−X33




+




2αX11 βX11 0
βX11 0 0

0 0 0


 < 0 (36)

It is equivalent to the following matrix inequality.

He{



A−αI B∆
−β I 0
C −I




[
X11 X22 0
X31 X32 X33

]
}

+




2αX11 βX11 0
βX11 0 0

0 0 0


 < 0 (37)

2

When D = 0, it is also applicable (actually computable) for
stability analysis of the slowly time varying systems using the
former methods (Theorem 1, Lemma 1, 2) with matrixA sub-
stituted byA+B∆C.

Corollary 1 The slowly time varying system (24)–(27) with
D = 0 is stable if there existsX11(r) > 0, X21(r) and X22(r)
such that the following matrix inequality holds.

He{
[

A+B∆C−αI
−β I

][
X21(r) X22(r)

]}

+
[

2αX11(r)− d
dt X11(r) βX11(r)

βX11(r) 0

]
< 0 (38)

WhenD = 0, the system has not rational uncertainties but only
affine uncertainties. It is easy to deal the affine uncertainty and
there are less conservative analysis methods. However, we can
show that the proposed method is not more conservative than
the methods based on Corollary 1.

Theorem 6 For the slowly time varying system (24)–(25) with
D = 0, there isX̃(r) such that (28) holds, if there existX11(r),
X21(r) andX22(r) such that the matrix inequality (38) holds.

Proof When the matrix inequality (38) holds, there exists
X11(r), X21(r), X22(r) and X33(r) > 0 such that the following
matrix inequality holds.

[
2αX11(r)− d

dt X11(r)+B∆ 1
2X33(r)∆

TB βX11(r)
βX11(r) 0

]

+He{
[

A+B∆C−αI
−β I

][
X21(r) X22(r)

]}< 0 (39)

Using Schur complement, we have the following matrix in-
equality.


 (∗)

[
B∆X33(r)

0

]

[
X33(r)∆

TB 0
] −2X33(r)


 < 0 (40)

Here,(∗) means the left hand side of the matrix inequality (38).
LettingX31(r) andX32(r) to be

X31(r) := CX21(r), X32(r) := CX22(r), (41)

we have the following matrix inequality.

He{



A−αI B∆
−β I 0
C −I







X21(r)
T X31(r)

T

X22(r)
T X32(r)

T

0 X33(r)
T




T

}

+




2αX11(r)− 1
2X11(r) βX11(r) 0

βX11(r) 0 0
0 0 0


 < 0 (42)

2

Note that this result shows that the extension of the system di-
mension used in Theorem 4 does not increase the conservative-
ness.

RestrictingX21(r), X22(r) andX23(r) as
[
X21(r) X22(r) X23(r)

]
=

[
X21 ε1X21 ε2X21

]
(43)



in Theorem 4 (Note thatX21 is time invariant and nonsingular.),
the proposed method can be used to synthesize state feedback
gain (both constant matrix gain and gain scheduling). From the
proof of Theorem 6, we may fixε2 = 0. This implies that the
synthesis method becomes LMI and computable (however, it
needs line search forε1).

5 State feedbackµ-synthesis

In this section, we consider the static state feedbackµ synthesis
problem for the following closed loop system withGc(s) :=
(C+DuK)(sI− (A+BuK))−1B+D and∆.

ẋ = Ax+Bw+Buu (44)

z = Cx+Dw+Duu (45)

w = ∆z (46)

u = Kx (47)

w = ∆z, ∆ ∈U (48)

U := {diag{r1I , r2I , · · · , rNI} | |r i | ≤ 1} (49)

For this problem, we proposed the following analysis and syn-
thesis conditions.

Lemma 4 (real µ analysis) [8] When K is given,
µU (Gc( jω)) < 1, ∀ω ∈ [0,∞] holds if and only if there
existX11(r) > 0, X21(r), X22(r) such that

He{
[

(A+BuK)X11(r)−B∆X21(r)
(C+DuK)X11(r)+(I −D∆)X21(r)

−B∆X22(r)
(I −D∆)X22(r)

]
}< 0, ∀∆ ∈U (50)

holds.

Lemma 5 (real µ synthesis) [8] By using the state feedback
u= Kx, µU (Gc( jω)) < 1, ∀ω ∈ [0,∞] holds, if there existX11 >
0, X21(r), X22(r), W such that

He{
[

AX11+BuW−B∆X21(r)
CX11+DuW+(I −D∆)X21(r)

−B∆X22(r)
(I −D∆)X22(r)

]
}< 0,∀∆ ∈U (51)

holds. If this condition is satisfied, the state feedback gainK
which achievesµU (Gc( jω)) < 1, ∀ω ∈ [0,∞] is given byK =
WX−1

11 .

Note that the analysis condition (Lemma 4) gives necessary and
sufficient condition. However, synthesis condition (Lemma 5)
is sufficient condition because we fixed the matrixX11 to reduce
the condition to LMI using the change of variable,W = KX11.
This implies that the synthesis condition has some conserva-
tiveness.

It is known that the closed loop system withGc(s) and∀∆ ∈U
is stable if and only ifµU (Gc( jω)) < 1, ∀ω ∈ [0,∞] holds.

Now, we propose that less conservativeµ synthesis condition
using redundant descriptor form.

Let descriptor variablêx := [xT ,xT ,zT ]T , we have the following
descriptor system that is equivalent to the closed loop system
with Gc(s) and∆.

diag{1,0,0}



x
x
z


 =




0 A+BuK B∆
I −I 0
0 C+DuK −I +D∆







x
x
z




(52)
Using the stability condition for descriptor systems, we have
the following stability condition.

He{



0 A+BuK B∆
I −I 0
0 C+DuK −I +∆







X11(r) 0 0
X21(r) X22(r) X23(r)
X31(r) X32(r) X33(r)


}< 0 (53)

To reduce the condition to LMI, we restrictX21(r), X22(r) and
X23(r) as follows,

[
X21(r) X22(r) X23(r)

]
=

[
V ε1V ε2V

]
(54)

and use the change of variable;Y := KV. Then we have the
following LMI condition (with plain search parameterε1 and
ε2).

Theorem 7 By using the state feedbacku = Kx,
µU (Gc( jω)) < 1, ∀ω ∈ [0,∞] holds, if there existX11(r) > 0,
X3i(r)’s, V, ε1 andε2 such that

He{



0 AV +BuY B∆
I −V 0
0 CV +Dur −I +∆







X11(r) 0 0
I ε1I ε2I

X31(r) X32(r) X33(r)


}< 0, ∀∆ ∈U (55)

holds. If this condition is satisfied, the state feedback gainK
which achievesµU (Gc( jω)) < 1, ∀ω ∈ [0,∞] is given byK =
YV−1.

By pre- and post-multiplying
[

I A+BuK 0
0 C+DuK I

]
(56)

and its transpose to Eq. (55), respectively, we have

He

[
A+BuK B∆
C+DuK −I +D∆

][
X11(r) 0
X31(r) X33(r)

]
< 0 (57)

By replacingX31(r) andX33(r) with X21(r) andX22(r), respec-
tively, Eq. (57) implies Eq. (50). This shows that the LMI



condition (55) of Theorem 7 allow us to use the parameter de-
pendent Lyapnov matrixX11(r) for state feedback synthesis.

Note that Theorem 7 is a special case of Theorem 4. We can
prove that Theorem 7 is not more conservative than Lemma 5
using the same way as in the previous section. However, it is
omitted for sake of space.

6 Another proof for discrete time systems

The new analysis and synthesis approach for discrete time sys-
tems was proposed by Oliveira et al[1, 2]. In this section, we
give another proof for the result for discrete time systems using
descriptor form.

Lemma 6 [1, 2] For the discrete time system;

x(k+1) = Ax(k) (58)

the following statements are equivalent.

1. There existsP > 0 such that−P+ATPA< 0 holds.

2. There existP > 0 and G such that the following matrix
inequality holds.

[ −P ATGT

GA P−G−GT

]
< 0 (59)

Proof (sufficient condition based on descriptor form)
Letting x2(k) be x2(k) = Ax(k), we have the following
descriptor system that is equivalent to the system (58).

Ê

[
x(k+1)
x2(k+1)

]
= Â

[
x(k)
x2(k)

]
(60)

Ê =
[

I 0
0 0

]
, Â =

[
0 I
A −I

]
(61)

Letting Lyapunov matrix candidatêP be

P̂ =
[

P G
GT 0

]
, P > 0 (62)

and substituting it for the following stability condition for dis-
crete time systemŝEx̂(k+1) = Âx̂(k),

−ÊT P̂Ê + ÂT P̂Â < 0 (63)

we obtain (59).2

7 Conclusion

We have given another simple and easy proof for non-common
Lyapunov type stability condition and its application (state
feedback synthesis,H∞ performance condition) based on de-
scriptor form. Using the technique in the proof, we derived
a new stability condition for slowly time varying systems that
have real rational uncertainty. For the system withD = 0, the
proposed method is not more conservative than former methods
and the quadratic stability. Furthermore, a new static feedback
µ synthesis method has been given.
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