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#### Abstract

Two algorithms for the solution of discrete-time periodic Lyapunov equations are presented. The first one is a variant of the squared Smith iteration, which is solely based on matrix multiplications and thus attractive to parallel computing environments. The second algorithm is based on Krylov subspaces and employs a recently developed variant of the block Arnoldi algorithm. It is particularly suited for periodic Lyapunov equations with large and sparse coefficient matrices. We also demonstrate how these methods can be applied to balanced truncation model reduction of periodic discrete-time systems and the solution of periodic Riccati equations.


## 1 Introduction

A discrete-time periodic Lyapunov equation (or periodic Stein equation) is a system of equations of the form

$$
\begin{equation*}
A^{(l) T} X^{(l+1)} A^{(l)}-X^{(l)}=-W^{(l)} \tag{1}
\end{equation*}
$$

for $l=1,2, \ldots$, where the coefficients $A^{(l)}, W^{(l)}$ and the solutions $X^{(l)}$ are real $n \times n$ matrices which are periodic with period $p$, i.e., $A^{(l+p)}=A^{(l)}, W^{(l+p)}=W^{(l)}$ and $X^{(l+p)}=$ $X^{(l)}$. Stacking (1) yields the equivalent lifted representation

$$
\begin{equation*}
\mathcal{A}^{T} \mathcal{X} \mathcal{A}-\mathcal{X}=-\mathcal{W} \tag{2}
\end{equation*}
$$

where

$$
\mathcal{A}=\left[\begin{array}{cccc}
0 & & & A^{(p)} \\
A^{(1)} & \ddots & & \\
& \ddots & \ddots & \\
& & A^{(p-1)} & 0
\end{array}\right]
$$

and $\mathcal{X}, \mathcal{W}$ are $p n \times p n$ block diagonal matrices with diagonal entries $X^{(1)}, \ldots, X^{(p)}$ and $W^{(1)}, \ldots, W^{(p)}$, respectively.

Such equations appear in solving periodic state-feedback problems and computing gradients for optimal periodic output feedback problems [21, 24]. Further applications related to discrete-time periodic systems include the solution of Riccati equations [4], minimal realisations [22] and model reduction [15, 23].

It is well known that (2) has a unique solution if and only if $\mathcal{A}$ has no reciprocal eigenvalues. This equalises the condition that the product $A^{(k)} A^{(k-1)} \cdots A^{(1)}$ has no reciprocal eigenvalues. Furthermore, it was shown in [6] that the solution $\mathcal{X}$ of (2) is block diagonal, this implies that the diagonal blocks of $\mathcal{X}$ represent the solution of (1).

In this paper, we consider periodic Lyapunov equations with large and sparse coefficient matrices $A^{(1)}, \ldots, A^{(p)}$. In this case, all known solution algorithms [7, 19, 21] fail to solve (1) due to excessively high memory and computing time requirements.

We show two ways to remedy this situation. The first one is presented in Section 2 and is an extension of the squared Smith Iteration which has already been successfully applied to the case $p=1$ [3]. Although the whole method is based on matrix-by-matrix multiplications, and thus very attractive to parallel computing environments, it does not help very much reduce memory requirements. Consequently, the problem sizes that can be tackled by this method are still very limited. In Section 3 we therefore present the second way, a Krylov subspace based method. If all coefficient matrices are sparse this method has the potential to reduce memory and time requirements to a tiny fraction. Again, such a method has already been implemented for the case $p=1$, see e.g. [12]. Sections 4 and 5 demonstrate how the newly developed methods can be applied to balanced truncation model reduction and the solution of periodic Riccati equations.

## 2 The Squared Smith Iteration

The Lyapunov equation (2) can be formulated in fix point form $\mathcal{X}=\mathcal{A}^{T} \mathcal{X} \mathcal{A}+\mathcal{W}$, from which the fix point iteration

$$
\mathcal{X}_{0}:=\mathcal{W}, \quad \mathcal{X}_{k+1}:=\mathcal{A}^{T} \mathcal{X}_{k} \mathcal{A}+\mathcal{W}, \quad k=0,1, \ldots,
$$

can be derived. The convergence of this iteration to $\mathcal{X}$ is guaranteed if $\rho(\mathcal{A})<1$, which is equivalent to $\rho\left(A^{(p)} A^{(p-1)} \cdots A^{(1)}\right)<1$. The convergence rate is linear, a quadratically convergent version was suggested in [17]. This so called squared Smith iteration is obtained by setting $\mathcal{A}_{0}:=\mathcal{A}, \mathcal{X}_{0}:=\mathcal{W}$ and considering

$$
\begin{equation*}
\mathcal{X}_{k+1}:=\mathcal{A}_{k}^{T} \mathcal{X}_{k} \mathcal{A}_{k}+\mathcal{X}_{k}, \mathcal{A}_{k+1}=\mathcal{A}_{k}^{2}, \quad k=0,1, \ldots \tag{4}
\end{equation*}
$$

If we want to boil this equation down to the matrix coefficient level we need to deal with the seemingly wild reordering of
the coefficients $A_{k}^{(l)}$ and $X_{k}^{(l)}$. A helpful tool is provided by permutation function and matrices.

Definition 1 Let $\sigma:\{1, \ldots, p\} \rightarrow\{1, \ldots, p\}$ be a permutation, then $\mathcal{P}(\sigma)$ is the $p n \times p n$ block permutation matrix with $n \times n$ block entries

$$
\mathcal{P}_{i j}(\sigma):=\left\{\begin{aligned}
I_{n} & \text { if } \sigma(i)=j \\
0 & \text { otherwise }
\end{aligned}\right.
$$

where $i, j=1, \ldots, p$ and $I_{n}$ is the $n \times n$ identity matrix.
The few facts we need to know about permutations are summarised in the following lemma, where $\operatorname{diag}\left(D^{(1)}, \ldots, D^{(p)}\right)$ denotes the $p n \times p n$ block diagonal matrix with diagonal entries $D^{(1)}, \ldots, D^{(p)}$.

## Lemma 2

1. $\mathcal{P}(\sigma)^{T}=\mathcal{P}\left(\sigma^{-1}\right), P(\sigma \circ \sigma)=P(\sigma)^{2}$.
2. Let $\sigma_{0}(1):=p, \sigma_{0}(2)=1, \ldots, \sigma_{0}(p)=p-1$, then

$$
P\left(\sigma_{0}\right)^{T} \mathcal{A}=\operatorname{diag}\left(A^{(1)}, \ldots, A^{(p)}\right)
$$

3. Let $\mathcal{D}=\operatorname{diag}\left(D^{(1)}, \ldots, D^{(p)}\right)$, then

$$
\mathcal{P}(\sigma)^{T} \mathcal{D} \mathcal{P}(\sigma)=\operatorname{diag}\left(D^{\sigma^{-1}(1)}, \ldots, D^{\sigma^{-1}(p)}\right)
$$

Proof. By direct computation.
Now we can rewrite (4) so that each factor is in block diagonal form:

$$
\begin{gathered}
\mathcal{X}_{k+1}:=\left(P\left(\sigma_{k}\right) \mathcal{A}_{k}\right)^{T}\left(P\left(\sigma_{k}\right)^{T} \mathcal{X}_{k} P\left(\sigma_{k}\right)\right)\left(P\left(\sigma_{k}\right) \mathcal{A}_{k}\right)+\mathcal{X}_{k} \\
\mathcal{A}_{k+1}:=\mathcal{A}_{k}^{2}, \quad \sigma_{k+1}:=\sigma_{k} \circ \sigma_{k}
\end{gathered}
$$

where $\sigma_{0}$ is defined as in Lemma 2. This not only proves that the iterates $\mathcal{X}_{k+1}$ stay in block diagonal form it also enables us to rewrite (4) in terms of the coefficient matrices:

$$
\begin{align*}
X_{0}^{(l)} & :=W^{(l)}, \\
A_{0}^{(l)} & :=A^{(l)}, \\
X_{k+1}^{(l)} & :=A_{k}^{(l) T} X_{k}^{\sigma_{k}^{-1}(l)} A_{k}^{(l)}+X_{k}^{(l)},  \tag{5}\\
A_{k+1}^{(l)} & :=A_{k}^{\sigma_{k}^{-1}(l)} A_{k}^{(l)}, \\
\sigma_{k+1} & :=\sigma_{k} \circ \sigma_{k}, \quad l=1, \ldots, p .
\end{align*}
$$

Let $\rho:=\rho\left(A^{(p)} A^{(p-1)} \cdots A^{(1)}\right)<1$, then the convergence theory of squared Smith iterations [17] applied to (4) shows that for any $\epsilon>0$ there is a constant $C_{\epsilon}>0$ so that

$$
\begin{equation*}
\left\|X^{(l)}-X_{k}^{(l)}\right\|_{2} \leq C_{\epsilon}(\rho-\epsilon)^{2^{k} / p} \cdot \max _{l^{\prime} \in\{1, \ldots, p\}}\left\|W^{\left(l^{\prime}\right)}\right\|_{2} \tag{6}
\end{equation*}
$$

If the right-hand side matrix $\mathcal{W}$ in (2) is given in factored form, $\mathcal{W}=\mathcal{B B}^{T}$, then $\mathcal{W}$ is symmetric and positive semidefinite. The same holds for the solution matrix $\mathcal{X}$ provided that $\rho<1$, see e.g. [9]. Furthermore, if $\mathcal{B}$ has low rank, then $\mathcal{X}$ stands good
chances that its numerical rank is also comparably low [1]. We can now use the following modification of the iteration (5) to reduce its memory requirements and enhance its numerical accuracy. Let $\mathcal{B}=\operatorname{diag}\left(B^{(1)}, \ldots, B^{(p)}\right)$, where $B^{(l)}$ is an $n \times m_{l}$ matrix with $m_{l}=\operatorname{rank}\left(B^{(l)}\right) \leq n$, then

$$
\begin{align*}
L_{0}^{(l)} & :=B^{(l)} \\
A_{0}^{(l)} & :=A^{(l)} \\
\hat{L}_{k+1}^{(l)} & :=\left[L_{k}^{\sigma_{k}^{-1}(l)}, A_{k}^{(l) T} L_{k}^{\sigma_{k}^{-1}(l)}\right]  \tag{7}\\
A_{k+1}^{(l)} & :=A_{k}^{\sigma_{k}^{-1}(l)} A_{k}^{(l)} \\
\sigma_{k+1} & :=\sigma_{k} \circ \sigma_{k}, \quad l=1, \ldots, p
\end{align*}
$$

If we set $L_{k+1}^{(l)}=\hat{L}_{k+1}^{(l)}$ in (7) then its number of columns would double in each iteration. Instead, we propose to compute a rank-revealing $L Q$-factorization [10]

$$
\hat{L}_{k+1}^{(l)}=\left[\begin{array}{cc}
L_{k+1}^{(l)} & 0
\end{array}\right] Q_{k+1}^{(l)}
$$

where $Q_{k+1}^{(l)}$ is an orthonormal matrix and $\operatorname{rank}\left(\hat{L}_{k+1}^{(l)}\right)=$ $\operatorname{rank}\left(L_{k+1}^{(l)}\right)$. As the iteration proceeds $L_{k}^{(l)} L_{k}^{(l) T}$ converges to $X_{k}^{(l)}$ with the rate given by (6). It is pointed out in [3] that this approach could also be used to compute a low rank approximation of $X_{k}^{(l)}$, either by increasing the tolerance threshold for determining the numerical rank of $\hat{L}_{k+1}^{(l)}$ or by bounding the maximal number of columns in $L_{k+1}^{(l)}$.
The iteration (5) is solely based on matrix multiplications making it attractive to parallel computing environments. Existent algorithms for solving periodic Lyapunov equations are based on periodic Schur and Hessenberg decompositions which - as the standard Schur and Hessenberg decompositions - do not easily yield parallelisable algorithms for their computation. Thus, it can be expected that the iterations (5) or (7) greatly outperform existent algorithms when the solution of the periodic Lyapunov equation (1) is computed on a parallel machine. This has been confirmed for the case $p=1$ [3].
It must be said, however, that the need for saving the coefficient matrices of $\mathcal{A}^{2^{k}}$ makes squared Smith iterations impracticable when the coefficient matrices of $\mathcal{A}$ are large and sparse or only implicitly, through their action on a vector $x$, defined. In the next section we therefore present an alternative way for computing an approximate solution of (1).

## 3 A Krylov Subspace Method

In the following we assume that each right hand side of the periodic Lyapunov equation (1) is factored into $W^{(l)}=$ $B^{(l)} B^{(l) T}$, where $B^{(l)} \in \mathbb{R}^{n \times m_{l}}$ has full rank. Let $\mathcal{B}=$ $\operatorname{diag}\left(B^{(1)}, \ldots, B^{(p)}\right)$, then

$$
\mathcal{K}_{k}(\mathcal{A}, \mathcal{B})=\operatorname{span}\left(\mathcal{B}, \mathcal{A B}, \ldots, \mathcal{A}^{k-1} \mathcal{B}\right)
$$

is called a block Krylov subspace of order $k$. Krylov subspace based methods for the standard Lyapunov equation (2), see
e.g. [12], first compute the solution $\mathcal{Y}$ of the reduced Lyapunov equation

$$
\begin{equation*}
\left(\mathcal{U}_{k}^{T} \mathcal{A} \mathcal{U}_{k}\right)^{T} \mathcal{Y}\left(\mathcal{U}_{k}^{T} \mathcal{A} \mathcal{U}_{k}\right)-\mathcal{Y}=-\left(\mathcal{U}_{k}^{T} \mathcal{B}\right)\left(\mathcal{U}_{k}^{T} \mathcal{B}\right)^{T} \tag{8}
\end{equation*}
$$

where $\mathcal{U}_{k}$ is an orthonormal basis of $\mathcal{K}_{k}(\mathcal{A}, \mathcal{B})$. Then, for sufficiently large $k$, the matrix $\mathcal{U}_{k} \mathcal{Y} \mathcal{U}_{k}^{T}$ is a good approximation of $\mathcal{X}$, the solution of the unreduced Lyapunov equation (2). In the case of periodic Lyapunov equations it is crucial to choose $\mathcal{U}_{k}$ in block diagonal form so that the structures of $\mathcal{A}$ and $\mathcal{B}$ carry over to $\mathcal{U}_{k}^{T} \mathcal{A} \mathcal{U}_{k}$ and $\mathcal{U}_{k}^{T} \mathcal{B}$.
A block Arnoldi decomposition of order $k$ has the form

$$
\begin{equation*}
\mathcal{A} \mathcal{U}_{k}=\mathcal{U}_{k+1} \hat{\mathcal{H}}_{k}, \tag{9}
\end{equation*}
$$

where the orthonormal columns of the matrix $\mathcal{U}_{k+1}$ contain those of $\mathcal{U}_{k}$. It is well known that under certain conditions on $\hat{\mathcal{H}}_{k}$ the existence of such a decomposition implies that $\mathcal{U}_{k}$ is the basis of a block Krylov subspace. We now give a brief outline of a block Arnoldi-like algorithm that computes a decomposition of the form (9), where $\mathcal{U}_{k}$ is a block diagonal matrix. A detailed analysis of this algorithm and its implementation issues are currently under investigation and will be published in a forthcoming paper.

## Algorithm 3

Input: Matrices $A^{(l)} \in \mathbb{R}^{n \times n}, B^{(l)} \in \mathbb{R}^{n \times m_{l}}$, $l=1, \ldots, p$, and an integer $k \leq n$.
Output: Matrices $U_{[k]}^{(l)}, U_{[k+1]}^{(l)}, \hat{H}_{k}^{(l)}, l=1, \ldots, p$, so that

$$
\begin{aligned}
\mathcal{U}_{k} & =\operatorname{diag}\left(U_{[k]}^{(1)}, \ldots, U_{[k]}^{(p)}\right), \\
\mathcal{U}_{k+1} & =\operatorname{diag}\left(U_{[k+1]}^{(1)}, \ldots, U_{[k+1]}^{(p)}\right), \\
\hat{\mathcal{H}}_{k} & =\left[\begin{array}{cccc}
0 & & & \hat{H}_{k}^{(p)} \\
\hat{H}_{k}^{(1)} & \ddots & & \\
& \ddots & \ddots & \\
& & \hat{H}_{k}^{(p-1)} & 0
\end{array}\right]
\end{aligned}
$$

satisfy a block Arnoldi decomposition (9).
FOR $l=1, \ldots, p$
Compute a $Q R$ decomposition $B^{(l)}=U_{1}^{(l)} R^{(l)}$.

$$
U_{[1]}^{(l)}=U_{1}^{(l)}
$$

END FOR

FOR $k=1,2, \ldots$
FOR $l=1, \ldots, p$
IF $l=1$ THEN

$$
l^{\prime}=p
$$

ELSE

$$
l^{\prime}=l-1
$$

END IF

$$
F_{k}^{(l)}=U_{[k]}^{(l) T} A^{\left(l^{\prime}\right)} U_{k}^{\left(l^{\prime}\right)}
$$

$$
V=A^{\left(l^{\prime}\right)} U_{k}^{\left(l^{\prime}\right)}-U_{[k]}^{(l)} F_{k}^{(l)}
$$

Compute a rank-revealing $Q R$ decomposition:

$$
\begin{aligned}
& \qquad V P=U_{k+1}^{(l)} R . \\
& H_{k+1, k}^{(l)}=R P^{T} \\
& \hat{H}_{k}^{(l)}=\left[\begin{array}{cc}
\hat{H}_{k-1}^{(l)} & F_{k}^{(l)} \\
0 & H_{k+1, k}^{(l)}
\end{array}\right] \\
& U_{[k+1]}^{(l)}=\left[U_{[k]}^{(l)}, U_{k+1}^{(l)}\right] \\
& \text { END FOR }
\end{aligned}
$$

END FOR

It is important to use a rank-revealing $Q R$ decomposition [10] for the computation of $U_{k+1}^{(l)}$; it not only helps reduce memory requirements it also guarantees that the algorithm returns a $\mathcal{U}_{k}$ which is an orthonormal basis of $\mathcal{K}_{k}(\mathcal{A}, \mathcal{B})$. Note that all coefficients necessary to define the reduced Lyapunov equation (8) are computed by the algorithm. Setting

$$
H_{k}^{(l)}=\left[\begin{array}{ll}
\hat{H}_{k-1}^{(l)} & F_{k}^{(l)}
\end{array}\right]
$$

it can be shown that

$$
\begin{aligned}
\mathcal{U}_{k}^{T} \mathcal{A} \mathcal{U}_{k} & =\left[\begin{array}{cccc}
0 & & & H_{k}^{(p)} \\
H_{k}^{(1)} & \ddots & & \\
& \ddots & \ddots & \\
& & H_{k}^{(p-1)} & 0
\end{array}\right]=: \mathcal{H}_{k}, \\
\mathcal{U}_{k}^{T} \mathcal{B} & =\operatorname{diag}\left(R^{(1)}, \ldots, R^{(p)}\right)=: \mathcal{R}
\end{aligned}
$$

where the upper triangular matrices $R^{(l)}$ are computed in the first loop of Algorithm 3.
The reduced Lyapunov equation

$$
\begin{equation*}
\mathcal{H}_{k}^{T} \mathcal{Y} \mathcal{H}_{k}-\mathcal{Y}=-\mathcal{R} \mathcal{R}^{T} \tag{10}
\end{equation*}
$$

has again a block diagonal solution $\mathcal{Y}=\operatorname{diag}\left(Y^{(1)}, \ldots, Y^{(p)}\right)$. Furthermore, equation (8) is equivalent to

$$
\begin{equation*}
H_{k}^{(l) T} Y^{(l+1)} H_{k}^{(l)}-Y^{(l)}=-R^{(l)} R^{(l) T} \tag{11}
\end{equation*}
$$

However, there is a fundamental difference between the original periodic Lyapunov equation (1) and its reduced counterpart (11). While all matrices $A^{(l)}$ are $n \times n$ the coefficient matrices of (11) may have time-varying dimensions, i.e., $H_{k}^{(l)} \in$ $\mathbb{R}^{n_{l} \times n_{l+1}}$, where $1 \leq n_{l} \leq n$ and $n_{1}=n_{p+1}$. There are some preprocessing steps necessary so that (11) can be solved with existent algorithms [22]. Note that even the assumption that the original coefficient matrices $A^{(l)}$ have constant dimensions could be omitted.

## 4 Application to Balanced Truncation

We now show how the solution of periodic Lyapunov equations can be used to produce reduced order models of the linear discrete-time periodic system

$$
\begin{align*}
x_{l+1} & =A^{(l)} x_{l}+B^{(l)} u_{l}  \tag{12}\\
y_{l} & =C^{(l)} x_{l},
\end{align*}
$$

where the matrices $A^{(l)} \in \mathbb{R}^{n \times n}, B^{(l)} \in \mathbb{R}^{n \times m}$ and $C^{(l)} \in$ $\mathbb{R}^{n \times m}$ are periodic with period $p$. Moreover, it is assumed that the system (12) is asymptotically stable, i.e.,

$$
\rho\left(A^{(p)} A^{(p-1)} \cdots A^{(1)}\right)<1
$$

Intimately related to the system properties of (12) are the solutions of the two periodic Lyapunov equations

$$
\begin{align*}
A^{(l)} P^{(l)} A^{(l) T}-P^{(l+1)} & =-B^{(l)} B^{(l) T}  \tag{13}\\
A^{(l) T} Q^{(l+1)} A^{(l)}-Q^{(l)} & =-C^{(l) T} C^{(l)} \tag{14}
\end{align*}
$$

The matrices $P^{(1)}, \ldots, P^{(p)}$ and $Q^{(1)}, \ldots, Q^{(p)}$ form the so called reachability and observability Gramians, respectively. Note that (13) is not a periodic Lyapunov equation in the strict sense of (1). However, the algorithms derived in Sections 2 and 3 can also be applied to (14) by an appropriate index change.
Now let $P^{(l)}=S^{(l) T} S^{(l)}$ and $Q^{(l)}=R^{(l) T} R^{(l)}$ be the Cholesky factorisations of the Gramians. In analogy to the case $p=1$ [20] it was shown in [23] how to use ordered singular value decompositions

$$
R^{(l)} S^{(l) T}=\left[U_{1}^{(l)}, U_{2}^{(l)}\right]\left[\begin{array}{cc}
\Sigma_{1}^{(l)} & 0  \tag{15}\\
0 & \Sigma_{2}^{(l)}
\end{array}\right]\left[V_{1}^{(l)}, V_{2}^{(l)}\right]^{T},
$$

$l=1, \ldots, p$, where $\Sigma_{1}^{(l)}, \Sigma_{2}^{(l)}$ are diagonal and the diagonal entries of $\Sigma_{1}^{(l)}$ are positive, to obtain a balanced truncated model of (12). From the decompositions above define the truncation matrices
$L^{(l)}=\left(\Sigma_{1}^{(l)}\right)^{-1 / 2} U_{1}^{(l) T} R^{(l)}, \quad T^{(l)}=S^{(l) T} V_{1}^{(l)}\left(\Sigma_{1}^{(l)}\right)^{-1 / 2}$ and let

$$
A_{r}^{(l)}=L^{(l+1)} A^{(l)} T^{(l)}, B_{r}^{(l)}=L^{(l+1)} B^{(l)}, C_{r}^{(l)}=C^{(l)} T^{(l)}
$$

where $L^{(p+1)}=L^{(1)}$. Then the reduced system is given by

$$
\begin{align*}
\tilde{x}_{l+1} & =A_{r}^{(l)} \tilde{x}_{l}+B_{r}^{(l)} u_{l} \\
\tilde{y}_{l} & =C_{r}^{(l)} \tilde{x}_{l} . \tag{16}
\end{align*}
$$

As in the previous section it is not necessary to insist on time constant dimensions, neither for the original system nor for the reduced system.
The truncation error of the reduction can be bounded as follows.

Theorem 4 [23] Let $G$ and $G_{r}$ be the transfer function matrices associated with (12) and (16), respectively. Then

$$
\left\|G(z)-G_{r}(z)\right\|_{\infty} \leq 2 \sum_{l=1}^{p} \operatorname{tr}\left(\Sigma_{2}^{(l)}\right)
$$

where $\Sigma_{2}^{(p)}$ is defined in (15).
It suggests itself to combine the Krylov subspace method derived in Section 3 with balanced truncation model reduction. This leads to a periodic variant of oblique projection methods for large scale model reduction [13].

## 5 Application to Periodic Riccati Equations

Consider the discrete-time periodic Riccati equation

$$
\begin{align*}
0= & C^{(l) T} Q^{(l)} C^{(l)}-X^{(l)}+A^{(l) T} X^{(l+1)} A^{(l)} \\
& -A^{(l) T} X^{(l+1)} B^{(l+1)} . \\
& \left(R^{(l+1)}+B^{(l+1) T} X^{(l+1)} B^{(l+1)}\right)^{-1} .  \tag{17}\\
& B^{(l+1) T} X^{(l+1)} A^{(l)},
\end{align*}
$$

where the coefficient matrices are $A^{(l)} \in \mathbb{R}^{n \times n}, B^{(l)} \in$ $\mathbb{R}^{n \times m}, C^{(l)} \in \mathbb{R}^{n \times m}$ and $Q^{(l)} \in \mathbb{R}^{m \times m}, R^{(l)} \in \mathbb{R}^{m \times m}$ with $Q^{(l) T}=Q^{(l)} \geq 0, R^{(l) T}=R^{(l)}>0$. All matrices are assumed to be periodic with period $p$. Under certain assumptions [5], equation (17) has a unique solution $X^{(l)}$ with $X^{(l)}=X^{(l) T} \geq 0$. The periodic Riccati equation is an important tool to analyse and solve stabilization and linear-quadratic periodic optimal control problems [5, 19, 18].
Similar to the periodic Lyapunov equation, we can embed (17) in a standard Riccati equation,

$$
\begin{align*}
0= & \mathcal{C}^{T} \mathcal{Q C}-\mathcal{X}+\mathcal{A}^{T} \mathcal{X} \mathcal{A} \\
& -\mathcal{A}^{T} \mathcal{X} \mathcal{B}\left(\mathcal{R}+\mathcal{B}^{T} \mathcal{X} \mathcal{B}\right)^{-1} \mathcal{B}^{T} \mathcal{X} \mathcal{A}, \tag{18}
\end{align*}
$$

where $\mathcal{A}$ is defined in (3) and $\mathcal{B}, \mathcal{C}, \mathcal{Q}, \mathcal{R}$ are block diagonal matrices with diagonal entries $B^{(l)}, C^{(l)}, Q^{(l)}, R^{(l)}, l=$ $1, \ldots, p$, respectively. If (18) has a unique positive semidefinite solution $\mathcal{X}$ then $\mathcal{X}$ is block diagonal with diagonal entries $X^{(1)}, \ldots, X^{(p)}$, which form a solution of (17) [5].
Applying Newton's method to (18) leads to the following iteration [11, 16].

## Algorithm 5

$$
\begin{aligned}
\text { FOR } k= & 0,1,2, \ldots \\
\mathcal{K}_{k}= & \left(\mathcal{R}+\mathcal{B}^{T} \mathcal{X}_{k} \mathcal{B}\right)^{-1} \mathcal{B}^{T} \mathcal{X}_{k} \mathcal{A} \\
\mathcal{A}_{k}= & \mathcal{A}-\mathcal{B} \mathcal{K}_{k} \\
\mathcal{R}_{k}= & \mathcal{C}^{T} \mathcal{Q} \mathcal{C}-\mathcal{X}_{k}+\mathcal{A}^{T} \mathcal{X}_{k} \mathcal{A} \\
& -\mathcal{A}^{T} \mathcal{X}_{k} \mathcal{B}\left(\mathcal{R}+\mathcal{B}^{T} \mathcal{X}_{k} \mathcal{B}\right)^{-1} \mathcal{B}^{T} \mathcal{X}_{k} \mathcal{A}
\end{aligned}
$$

Compute the solution $\mathcal{N}_{k}$ of the periodic Lyapunov equation

$$
\begin{equation*}
\mathcal{A}_{k}^{T} \mathcal{N}_{k} \mathcal{A}_{k}-\mathcal{N}_{k}=-\mathcal{R}_{k} \tag{19}
\end{equation*}
$$

$$
\mathcal{X}_{k+1}=\mathcal{X}_{k}+\mathcal{N}_{k}
$$

END FOR

It is easy to check that if $\mathcal{X}_{0}$ is block diagonal then the iterates $\mathcal{X}_{1}, \mathcal{X}_{2}, \ldots$ stay block diagonal. Thus, Algorithm 5 can be rewritten in terms of the coefficient matrices. The derivation of the corresponding algorithm is straightforward and therefore omitted. The following conditions $[11,16]$ guarantee that the iterates $\mathcal{X}_{k}$ converge globally quadratic to $\mathcal{X}$, the solution of (18):

1. $(\mathcal{A}, \mathcal{B})$ is stabilisable,
2. there exists a unique stabilising solution $\mathcal{X}$ so that $\mathcal{R}+$ $\mathcal{B}^{T} \mathcal{X} \mathcal{B}$ is positive definite,
3. $X_{0}$ is stabilising.

While 1 and 2 are standard control theoretic assumptions it is a major flaw of Algorithm 5 that it requires a stabilising initial guess $\mathcal{X}_{0}$. Also, a poor initial guess may lead to a large error $\left\|\mathcal{X}-\mathcal{X}_{0}\right\|$ which may imply that the initial convergence is very slow. Since the periodic Lyapunov equation (19) must be solved in each iteration it is important to achieve rapid convergence.

For these and other reasons, Newton's method should only be used as a defect correction method or for iterative refinement of an approximate solution obtained by a different algorithm. Following [2] we propose to use Algorithm 5 in a hybrid setting. First, a structure-preserving but potentially unstable algorithm [8] is used to compute a stabilising initial guess $\mathcal{X}_{0}$. Then, Algorithm 5 is used to refine this solution. From the experiences with $p=1$ it can be expected that usually no more than 2 Newton iterations are necessary to obtain an approximate solution of (17) with sufficiently small residual [2].

## 6 Conclusions

We have presented new variants of the squared Smith iteration and Krylov subspace based methods for the approximate solution of discrete-time periodic Lyapunov equations. It must be mentioned that these methods have not been implemented yet and numerical results are still to come. However, the known results for the case $p=1$ may indicate that our new algorithms provide a viable alternative to existing algorithms when the coefficients matrices become large and sparse. An implementation of the oblique projection method outlined at the end of Section 3 is currently under progress. At this time, this seems to be the most promising method for model reduction of discretetime periodic systems.
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