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Abstract

In this paper the ��� control problem for descriptor
systems is considered. This problem can efficiently be
solved by specialization of a recent solution of the gen-
eral quadratic performance control problem to the ���
case. The solution is given in terms of strict linear ma-
trix inequality (LMI) conditions. Contrary to previous
solutions of the descriptor ��� control problem, these
synthesis conditions easily can be evaluated by standard
LMI solvers. The presented synthesis result is applied
to a S/KS � � control problem from binary distillation
control. The process model of the underlying separa-
tion process is given by means of a phenomenological
descriptor model which describes the movement of con-
centration profiles in rectifying and stripping section of
the distillation column.

1 Introduction

Descriptor systems (sometimes also referred to as
singular, semistate or differential-algebraic equation
(DAE) systems) describe a broad class of systems
which are not only of theoretical interest but also
have great practical significance. Models of chemical
processes for example typically consist of differential
equations describing the dynamic balances of mass and
energy while additional algebraic equations account for
thermodynamic equilibrium relations, steady-state as-
sumptions, empirical correlations, etc. [3]. In mechan-
ical engineering descriptor systems result from holo-

nomic and non-holonomic constraints [12]. Also in
electronics and even in economics modeling in terms
of descriptor systems frequently is encountered [5].

Descriptor systems are able to describe system behav-
iors, that cannot be captured by “non-descriptor” sys-
tems (i.e. systems governed only by differential equa-
tions) [1]. Therefore index reduction techniques (i.e.
reduction of a descriptor system to an ODE) necessar-
ily are connected to a loss of information for high index
systems. Due to this fact in recent years much work has
focused on analysis and design techniques for high in-
dex descriptor systems (see [4] for an overview).
For linear systems many of the standard design tech-
niques for state-space systems have been extended to
descriptor systems. Especially there has been a focus
on LMI synthesis techniques which guarantee bounds
on induced vector norms (e.g. ��	 , �
� -norm) for input-
output descriptions of the form������������������������� �!�����#"$�&%(')"*���+'-,��.�/� ,01 �������324�������5��6
�!�����#7 (1)
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are constant system matrices of appropriate dimensions
with

�
being a possibly singular CEDGFHC�D matrix withC�D %JI�KMLON5� � �G�QP.R . Usually the LMI approaches to

this kind of problems (e.g. [6, 10]) assume an
�

-matrix
in SVD form, i.e.� �TSVU '' 'XW " U � UZY 8[: ;4\^]_\^7 (2)

Theoretically there is no loss of generality connected
to this assumption since a transformation to an

�
ma-

trix of the form (2) is always possible. However, this



transformation may be ill conditioned. This is espe-
cially the case for mechanical descriptor descriptions
where point masses of extremely different magnitudes
are involved. Furthermore the approaches based on (2)
result in synthesis LMIs with all occurring system ma-
trices partitioned according to (2). This is not only nota-
tional inconvenient but in fact means, that the standard
case (regular

�
matrix) is not included. These short-

comings are overcome for the general quadratic perfor-
mance (GQP) output feedback control problem for de-
scriptor systems in [11].

In this paper the GQP synthesis result is specialized to
the most important subproblem, namely the descriptor� � control problem. The solution of the controller
synthesis problem is based on congruence transforma-
tion of a corresponding analysis result in descriptor
form. The analysis result basically is an LMI based test
(the generalized bounded real lemma) which allows for
a given closed loop system to decide whether or not a
prescribed �
� norm bound is met or not. This test is
given here for convenience of the reader. The transition
to the controller synthesis solution is only briefly out-
lined. Details can be found in [11]. The focus here is to
show the applicability of the descriptor ��� controller
synthesis result to realistic control problems in process
control. To our knowledge, this is the first application
of a descriptor ��� controller synthesis result to a real-
istic control setup.

2 The Generalized Bounded Real Lemma

In contrast to state space system descriptions a descrip-
tor system may allow non-unique solutions which pos-
sibly contain impulses. This certainly does not fit into
the internal stability requirement which goes along with
the � � -norm bound requirement in the standard � �
control problem. As a generalization one therefore con-
siders regular (i.e. descriptor systems with a unique so-
lution) and impulse-free descriptor systems. Descrip-
tor systems which additionally are stable are termed
admissible [6]. An LMI based characterization of ad-
missible descriptor systems

� � "#�G"#��"�2Q�
(i.e. descrip-

tor systems (1) with
6 � '

) which are � � -norm
bounded is given in the following proposition:

Proposition 2.1 (Generalized bounded real lemma,
GBRL) A system

� �
,
�

,
�

,
2 �

is a stable index one sys-
tem with����� ����� " � �	� � P �32$�	� ��
 � � ,� �

(3)

iff there exists a matrix � with

� Y � � � Y � %(' (4)� � � " � �ZP � �� � Y � � � � � Y � 2 Y� Y � 
 � : '2 ' 
 � :
�� � ')7

(5)

Proof. See [11]. �
Remark 1. The consideration of the case

6 � '
in the

previous proposition is not restrictive since every de-
scriptor system (1) can be reformulated as a descriptor
system with

6 ��'
if additional descriptor variables

with
������� ����� P ��6��?�����

are introduced.
Remark 2. The LMI (4) is non-strict. The key to-
wards a strict inequality is the symmetry constraint� Y � � � Y � expressed in (4). All � fulfilling this
constraint can be parameterized in terms of the funda-
mental subspaces of

�
as

� ���� � � ����� " �� ���� Y (6)

with
� �

denoting a full rank matrix such that
� Y � � �'

and
�� ,  being matrices of appropriate dimensions.

The parameterization (6) in
�� ,
�

is valid since we may
write (4) as ! � Y  Y  , Y �"! Y � !#� Y  ,�  � ! Y
with

�%$'& �P �  � ! Y being a SVD decomposition of�
. With �)( P �  , Y �"! Y we get

� Y$	& � �*( � �*( Y �+$	& � ,
i.e. ,�-�.�/ ,0-1 2, -3 , -465 with a block structure correspond-

ing to
�+$	& �

. This �)( clearly can be parameterized as
in (6). Finally we observe that the (1,1)-element in (5)
implies the regularity of � . In view of (4) the param-
eterization (6) can be strengthen by

�� 7 ' . A strict
inequality characterization of a ��� -norm bound � then
can be derived by substituting (6) into (5) and replacing
(4) by

��87 ' .
Note that the matrix � is over-parameterized by (6)
with respect to the variables not affected by the posi-
tive definiteness requirement in (4). This may be used
to put further constraints on

�� in (6).
The previous remark shows how to check ��� -norm
bounds with standard strict LMI solvers as e.g. the LMI
toolbox in MatLab. However, the main importance of
this remark will become clear in the context of the cor-
responding �
� controller synthesis problem for DAE
systems which is addressed in the next section.
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- � P � ; � Y � � Y � �/. " ; 7 ')"� � P � 0 � � � � �*1 " 0 7 ')" S ; � �� Y � 0 W 7 ' (8)

3 The 2 � Control Problem for Linear De-
scriptor Systems

Consider a generalized plant U43 that is a descriptor sys-
tem

U�3 P � �5 ����� � � 5 ��������� � �!��������� 	76 �����1 ����� � 2 � 5 �����8 ����� � 2 	 5 �����
(9)

where 5 ����� 8 : ; <:9 denotes the descriptor variables,6 ����� 8: ; <<; the control input,
�!����� 8 : ; <>A

the exter-
nal input, 1 ����� 8�: ; < B the external output, and 8 ����� 8: ; <:=

the measured output.
�

,
�?>

,
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are constant ma-
trices of appropriate dimension and

�
is a possibly sin-

gular matrix having the same dimension as
�

. Notice
that there is no loss of generality in the descriptor setup
in neglecting a direct fed-through of control/external in-
put to the measured/external output since such a depen-
dency also can be expressed by means of an augmented
descriptor vector 5 [6].
The control problem is to find a linear output feed-
back controller such that the undisturbed closed loop
(
� @BA

) is an admissible system and such that the
transfer matrix from the external input

�
to the external

output 1 is �
� -norm bounded by a prescribed number� 7 ' .
With a controller C 3 ,

C 3 P � �D������ � �FEGD������ ���?E 8 �����6 ����� � 2 E D������ �46 E 8 �����#"HD������ 8 : ; < 9
(10)

parametrized by
� E

,
� E

,
2 E

,
6 E

the closed loop sys-
tem is given by�4IKJ ������������ ILJ ��������� � IKJ �?�����

(11)1 �������32 IKJ �������#" ������� 8[: ; 	 <:9 "

�MIKJ � S � '' � W "*� IKJ �TS �(� � 	 6NE 2 	 � 	 2E�?E 2 	 �FE W "� ILJ � S � �' < 9 ] <XA W "
2 IKJ �PO 2 � ' < B ] < 9RQ 7 (12)

Then all controllers C 3 solving the �
� control prob-
lem for descriptor systems are characterized by the fol-
lowing theorem:

Theorem 3.1 Consider a plant (9) and a controller
(10). There exists a controller parameterization

�SE
,�FE

,
2�E

,
6NE

such that the undisturbed closed loop
system (11) is admissible with

��� IKJ � � � � (with
� IKJ �	� � P � 2 IKJ �	� �MILJ6
 � IKJ � ,� � IKJ

) if and only if the LMIs
(7), (8) at the top of the page1 admit a solution T ; ,

0
,�*.

,
�U1

, V�WE , V�?E , V2E , V6NEYX .
Proof. The Theorem is a special case of the GQP re-
sult in [11]. Here only a brief sketch of the proof is
imparted.

Application of the generalized bounded real lemma
(Proposition 2.1) to the closed loop system matrices
(12) renders the necessary and sufficient LMI/BMI con-
ditions � YIKJ � � � Y �4IKJ %(')" (13)�� � YIKJ � � � � IKJ � Y � IKJ 2 YIKJ� YIKJ � 
 � : '2 IKJ ' 
 � :

�� � ')7 (14)

This matrix inequality is clearly nonlinear due to prod-
ucts of unknown controller matrices with the matrix� . The idea in the following is to introduces new ma-
trix variables (“linearizing change of variables”) such
that (13), (14) can be replaced by LMIs. This is not
possible directly but with an intermediate step, i.e. an
congruence transformation of (13), (14). Then, new

1Here Z�[ denotes any generalized inverse with the propertyZ\Z [ Z^]�Z .



variables can be introduced such that we get synthesis
LMIs. These LMIs are constructive since the new vari-
ables parameterize a system of linear equations which
uniquely can be solved for the controller matrices. With- P � � ,� and� � S � � �$	��� ��� W " - � S - � - 	- � - � W "� > " - > 8 : ; < 9 ] < 9 7 (15)

non-singular transformation matrices

� � P �TS - � :- � ' W " � 	 P �TS : � �' ��� W (16)

can be defined such that � � � � � 	 holds true. Since� � is non-singular, a non-singular congruence transfor-
mation

� Y � � YIKJ � � � � � Y � � Y �MILJ�� � % ' (17)

� Y�	� �� � YIKJ � � � � IKJ � Y � ILJ 2 YIKJ� YIKJ � 
 � : '2 IKJ ' 
 � :
��
� � � � '

with
� � � P ��
� K�� � � � "#: "#: � (18)

of (13), (14) is possible. The matrix inequality (18) to-
gether with the linearizing changes of variables

V6NE?P � 6NE (19)V2E?P �[2E - � � 6NE 2 	 - �V�?E?P � � Y� �FE � � Y� � 	 6NEV�WE?P � � Y� �+� � � 	 6NE 2 	 � - � � � Y� �FE - � �� � Y� �?E42 	 - � � � Y� � 	 2E - �
leads to (7). Inequality (17) becomesS � '' � Y W S ; � �� Y � 0 W S � Y '' � W %(')" (20)

with
; 7 ' , 0 7 ' . The strict inequality in (8) can

be ensured by means of the degrees of freedom in
;

,
0

(see Remark 2).
To show sufficiency an inversion of the congruence
transformation (17), (18) has to be established. More
precisely the validity of � � � � � 	 with non-singular
matrices

� � , � 	 as in (16) has to be shown. Some
lengthy calculations show that this condition always can
be established if � � - � � �$	 - � ��: (21)� � - � � � � - � � ' (22)

hold true with non-singular matrices � � , - � (these
equations correspond to the block matrices of � ,

-
in

(15) together with the symmetry constraints� Y �$	 � � Y� � " �S- 	 � - Y� � Y " � Y � � � � Y� � 7
(23)

A detailed analysis shows that (21), (22) always can be
established provided the synthesis LMIs (7), (8) admit
an solution. �
The preceding (conceptual) proof is constructive: with
a solution of the LMIs (7), (8) it is possible to establish
(21), (22) by simple factorization techniques. Then the
linear equations (19) can be solved for the controller
matrices

6 E
,
2 E � E

,
� E

.

4 Descriptor Control of a Binary Distillation
Column

We consider separation of a binary mixture in a 40 tray
distillation column with one feed stream. A schematic
representation of the process is given in Fig. 1 (a). Ex-
emplary we consider the separation of two alcohols
(Methanol,n-Propanol). The mixture is fed in the col-
umn with the feed flow rate � . Feed flow rate � and
feed composition ��� (molar fraction) are determined
by upstream processes. The stationary feed flow rate
and feed composition are corrupted by disturbances.
The feed stream separates the column into rectifying-
(upper part of the column) and stripping section (lower
part of the column). Separation is achieved due to in-
tensive heat and mass transfer between liquid flow and
countercurrently rising vapor flow. At the bottom of
the column the liquid flow splits up into a liquid prod-
uct stream which is removed with flow rate

�
from the

column and a stream which is, after being heated in
the reboiler, recirculated back to the column as vapor
flow with flow rate ! . At the top of the column the va-
por flow with the accumulated more volatile product is
completely condensed in the condenser. The conden-
sate is partly pumped back in the column with a flow
rate � (reflux stream) and is partly removed as the dis-
tillate product with a flow rate

6
[2]. We consider the

distillation column in “LV” configuration, that is: liquid
flow rate � and vapor flow rate ! are considered to be
control inputs. Measured variables are the concentra-
tions on trays 14 and 28.
The control objective is to stabilize the product concen-
trations at the top and bottom of the column at their
stationary values. The control relevant dynamics of the
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(a) Distillation column (scheme)
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(b) Subsystems of the columnFigure 1:�
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process can be captured by a reduced model of the dis-
tillation column [8]. This model assumes that the con-
centrations of the lighter component (molar fractions,
denoted by � in the following) in the rectifying and
stripping section can be described by the movement of a
concentration profile. A descriptor model with concen-
tration �po in the reboiler, position of profile

� \ in the
rectifying section, concentration �uq for the feed tray,
position of profile

� $
in the stripping section, and con-

centration �pr in the condenser as descriptor variables
is given in (24). Here “ _ ” denotes numerical entries. A
detailed derivation of the model and numerical values
are given in [7].

4.1 S/KS Mixed Sensitivity Problem Setup

The control problem is solved in terms of a mixed sen-
sitivity problem depicted in Fig. 2 with

�
representing

the plant, C the controller, and
� � , � 	 , ! frequency

dependent weighting matrices. Controller design by
“loop shaping” requires a selection of the weighting
matrices such that the solution of the ��� control prob-

lem vvvv � � �+: � � C � ,� !
%� 	7C �+:4� � C � ,� !
vvvv � w��� (25)

results in a well behaved closed loop system. In this

xy
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x� 	
x

�
z y
�� z � � z{
! {8 6 1}|

1�~ �

Figure 2: A mixed sensitivity configuration

setup ! can be interpreted as a filter which models the
disturbance considered to be relevant for the problem at
hand. With

0&�	� � P � �+: � � C � ,� being the sensitivity
matrix of the closed loop the expression (25) with � ���
suggests to choose

� � to be approximately the inverse
of the wanted behavior for

0&�	� �
and analogously

� 	 to
be the inverse of C�� 0 . General indications on selecting



these weighting matrices can be found in [13].

In case of the distillation control problem at hand an in-
direct approach is taken: with stabilizing the measured
concentrations � � � , � 	Ct also the stationary profiles are
fixed and thus approximately also the product concen-
trations. In order to realize this idea the descriptor S/KS� � control problem depicted in Figure 2 (with

�
being

the descriptor model (24)) is solved by the outlined de-
scriptor �
� synthesis procedure. The synthesis LMIs
are jointly optimized with respect to � . A final value of� � �X7 ' �

shows that the control objectives are approx-
imately met. The resulting controller is tested in sim-
ulation with a first principles model of the distillation
process and shows a good control performance even for
large input disturbances.

5 Conclusions

We presented a constructive solution to the descriptor� � control problem. Synthesis conditions are given
as numerically feasible strict LMI conditions. The re-
sulting controller computation is successfully applied to
a realistic control problem from chemical process con-
trol. To our knowledge this is in fact the first applica-
tion of descriptor � � control to a control problem with
real physical background. In the final version of the pa-
per we will additionally include a robustness evaluation
along the line of [9] for the presented descriptor ���
controller synthesis of the distillation column.
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