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Abstract

This paper deals with the problem of the practical stabiliza-
tion of a unicycle-type mobile robot. The control strategy is
divided into three steps and switches between different slid-
ing mode controllers: a new third order sliding mode control
with smooth manifolds that provides a practical stabilization
and other sliding mode controls that perform finite time con-
vergence (first order sliding mode and twisting algorithm). A
simulation illustrates the results on the studied mobile robot.

1 Introduction

One of the motivations for tackling the stabilization (or track-
ing) of nonholonomic systems is the large number of applica-
tions, such as mobile robots. Obstacles to the stabilization of
nonholonomic systems are the uncontrollability of their linear
approximation and the fact that the Brockett’s necessary con-
dition to the existence of a smooth time-invariant state feed-
back is not satisfied [3]. To overcome those difficulties, vari-
ous methods have been investigated: homogeneous and time-
varying feedbacks [18, 19], sinusoidal and polynomial controls
[15], piecewise controls [10, 14], flatness [8] or backstepping
approaches [11]. In the present paper, it is aimed to design a
control law for a unicycle-type mobile robot which:

• is a good compromise between performance and robust-
ness,

• solves the disturbance rejection problem for some
bounded matching perturbations,

• takes into account the actuator dynamics,

• leads to a practical stabilization: the system is stabilized
in a ball containing the origin whose radius may be chosen
as small as desired.

This objective will be achieved by switching between different
sliding mode control laws. To this end, some smooth higher
order sliding mode controllers will be introduced.

2 Problem statement

In this paper, we particularly focus on nonholonomic systems
whose trajectories can be written as the solutions of the driftless
system:

ẋ = g1(x)u1 + g2(x)u2 + p(x) (1)

wherep(x) is a perturbation vector field (assumed to be smooth
enough and thus bounded over some compact set).u1, u2 are
the control inputs and theg

′
j s are smooth vector fields onR3

that are linearly independent for allx ∈ R3. For instance, this
is the case for the unicycle-type robot, which behavior can be
described by the following system (see [4] for details):





ẋ = cos(θ)u1 + p1(x)
ẏ = sin(θ)u1 + p2(x)
θ̇ = u2 + p3(x)

, (2)

wherex andy are the coordinates of the center gravity of the
robot,θ is the orientation of the car with respect to thex-axis,
p1(x), p2(x) andp3(x) are some additive perturbations andu1

andu2 refer respectively to the applied linear and the angular
velocities (see Fig. 1).

Figure 1: Unicycle robot kinematic

Using the smooth state change of coordinates and input trans-
formations given in [16] (that allow to transform some classes
of nonholonomic systems in the so-called one chained form),
it has been shown in [9] that the system (1) can be written into
the perturbed one-chained form





ż1 = v1 + p1(z)
ż2 = v2 + p2(z)
ż3 = z2 (v1 + p1(z))

(3)



if and only if the perturbation vector fieldp(x) belongs to the
distribution spanned by the two vector fieldsg1(x) andg2(x).
As it will be seen in the forthcoming developments, this form is
convenient for designing stabilizing sliding mode control laws.
For (2), one can use the following change of coordinates





z1 = θ
z2 = x cos θ + y sin θ
z3 = x sin θ − y cos θ

, (4)

and the feedback control
{

v1 = u1

v2 = u2 − z3u1
. (5)

Discontinuous control laws have been developed in the litera-
ture in order to stabilize system (2). The main criticism when
applying such strategies to a mobile robot would be the action
of a discontinuous control directly on the mechanical part of
the system (namelyv1). The purpose of the paper is to define a
sliding mode control acting on the electrical parts of the system
(which is more realistic since power converters are discontin-
uous actuators by nature). Taking into account the actuators
dynamics remains to include some dynamical extensions (cas-
cade integrators) in the system (3):





ż1 = v1 + p1(z)
v̇1 = w1

ẇ1 = −aw1 + µ1 = µ̃1

ż2 = v2 + p2(z)
ż3 = z2 (v1 + p1(z))

(6)

wherev1 is the linear velocity of the system,w1 is the accelera-
tion andµ1 is the motor voltage of the electric actuator that will
be considered as the control input. However, in order to pre-
serve the properties of sliding mode, i.e robustness with respect
to a class of perturbations and fast convergence, it is essential to
use a higher order sliding mode since the relative degree of the
system has been increased. In the present case, the stabilization
of (6) requires at least a third order sliding mode strategy. One
of the main contribution of this paper is to propose a real third
order sliding mode leading to a practical stabilization of a triple
integrator like system.

Assumption: The disturbances are supposed to be bounded as
following:

|p̈1(z)| ≤ ρ1

|p2(z)| ≤ ρ2, z ∈ R3

whereρ1, ρ2 > 0.

3 Stabilization of a wheeled mobile robot

Sliding mode control, which consists in constraining the mo-
tion of the system along manifolds of reduced dimensionality
in the state space, is quite popular in nonlinear control systems
community. One can refer to [17, 20] for further details about
this theory. Its robustness properties with respect to matching

perturbations and its discontinuous character also motivated the
authors to consider such an approach for the stabilization of the
nonholonomic systems. Furthermore, as it will be seen in the
following, the chosen chained form is quite appropriate for a
sliding mode strategy.

The drawback of classical sliding modes is the well known
chattering phenomenon, which may excite unmodeled high fre-
quency modes which degrade the performance of the system
and possibly lead to unstability. To get rid of this undesirable
phenomenon, higher order sliding mode concept has been in-
troduced by Emel’yanov et al. (see [7, 12]) which main objec-
tive is to obtain a finite time convergence onto the non empty
manifoldSr =

{
σ = σ̇ = ... = σ(r−1) = 0

}
, whereσ is the

sliding variable. Higher order sliding modes not only avoid
the chattering effects, but can also achieve a finite time conver-
gence and a better accuracy than classical sliding modes. Tak-
ing into account the switching imperfections and the sampling
period τ , the motion does not ideally take place onσ = 0,
but stays in a small neighbourhood of the manifold, which is
reached within an accuracy ofo(τ r) for ar-th order whereas it
is onlyo(τ) for a first order.

In [13], the author designed ideal sliding mode algorithms for
any order, i.e. control laws leading to the finite time conver-
gence of the system trajectories exactly on the setSr for all r.
However, the implementation of those algorithms may present
some difficulties since some singularities in the time derivatives
of the sliding variable can appear. In order to overcome such
difficulties, a higher sliding mode control strategy with smooth
manifolds that was developed in [5] will be considered in this
paper. Those algorithms are leading to a practical finite time
stabilization, that is to say the finite time convergence into an
ε-neighbourhood of the sliding manifoldσ = 0.

The stabilization of the chained form (6) is made in three steps
by switching between different types of sliding mode algo-
rithms that are described in Appendices A and B.

Thefirst part of the control algorithm is to constrain the sub-
system 




ż1 = v1 + p1(z)
v̇1 = w1

ẇ1 = −aw1 + µ1 = µ̃1

(7)

to evolve on the manifold

σ11 = z1 − at = 0. (8)

One can note that the system (7), with inputµ̃1 and outputσ11,
has relative degree three

σ
(3)
11 = µ̃1 + p̈1(z).

Thus by applying a third order sliding mode (see Appendix A)
of the form

µ̃1 = Π(σ11, σ̇11, σ̈11, k,m, A, α),

a neighbourhood of the manifold (8) is reached in a finite time
T1. Since afterT1, σ̇11 = ν(ε), where‖ν(ε)‖ ¿ 1, one gets
the following equivalent dynamics:(v1 + p1(z))eq = a+ν(ε).



Second step: for t ≥ T1, the equivalent dynamics on the man-
ifold (8) is given by





ż1 = a + ν(ε)
ż2 = v2 + p2(z)
ż3 = (a + ν(ε)) z2

.

The subsystem
{

ż2 = v2 + p2(z)
ż3 = (a + ν(ε)) z2

has relative degree two with respect to the sliding variable
σ21 = z3:

σ̈21 = [(a + ν(ε)) p2(z) + ν̇(ε)z2] + (a + ν(ε)) v2.

Thus, the second order sliding mode algorithm

v2 = Γ(σ21, β, λm, λM )

with a suitable choice of gains, implies the convergence
of the state trajectories on the sliding set defined by
{σ21 = σ̇21 = 0}, i.e z3 = z2 = 0 in a finite timet ≤ T2

(see Appendix B).

Third step: aftert = T1 + T2, the two control laws switch to
µ̃1 = Π(z1, ż1, z̈1, k̄, m̄, Ā, ᾱ) andv2 = −k

′
2 sgn(z2). Thus,

z2 andz3 remains equal to zero and a neighbourhood of the
manifoldz1 = 0 is reached. This ensures the finite time con-
vergence of the whole state to a neighbourhood of the origin.
This result is expressed in the following theorem

Theorem 1 Under the variable structure control law

µ̃1 =
{

µ̃11 = Π(σ11, σ̇11, σ̈11, k, m,A, α), t ≤ T1 + T2

µ̃12 = Π(σ12, σ̇12, σ̈12, k̄, m̄, Ā, ᾱ), t > T1 + T2

(9)

v2 =
{

v21 = Γ(σ21, β, λm, λM ), T1 ≤ t ≤ T1 + T2

v22 = −k
′
2 sgn(σ22), t > T1 + T2

(10)
where the sliding variables are defined by

σ11 = z1 − at, a > 0
σ12 = z1

σ21 = z3

σ22 = z2

,

the solution of the closed-loop system (6-9-10) tends to a neigh-
bourhood of the origin in finite time.

Note that the radius of this neighbourhood can be made as small
as desired and that the convergence can be obtained in a pre-
scribed time sinceT1 andT2 can be evaluated.

The application of a first order sliding mode in the first part of
the algorithm would have resulted in discontinuous velocities
and impulsive force and accelerations. This is naturally impos-
sible in any real life application. The choice of a higher order
sliding mode control strategy allows to get rid of this drawback
since the discontinuous part of the variable structure control are
henceforth embedded in the electrical part.

4 Simulation results

As a way of illustration, simulations based on the system (6),
with the following controller parameters:

k = k̄ =
2
3
, m = m̄ = 100,

A = Ā = 10, α = ᾱ = 100,

β = 5, λm = 50, λM = 100, k
′
2 = 10.

Figure 2 shows the convergence of the state to zero while Fig-
ure 3 gives the behaviour of the actual system inputv1 which
is continuous and of the motor voltageµ̃1 on which the sliding
mode control is applied.
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Figure 2: thez1, z2 andz3 coordinates
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5 Conclusion

The stabilization of a unicycle robot system has been studied.
It is obtained by switching between several sliding mode con-



trollers. So, a practical stabilization in finite time has been ob-
tained (the origin is not attractive but the state can be made
arbitrary small in a prescribed time). The main contribution
of the paper is the design of a new kind of third order sliding
mode control based on smooth manifolds. This allows to obtain
continuous velocity and acceleration inputs for some practical
applications on mechanical systems. Simulations on the exam-
ple of a unicycle illustrated the performance of the controllers.

Appendix A: Third order sliding mode algorithm with time
varying smooth manifolds

Here is described the third order sliding mode algorithmµ̃1.
“Classical” sliding mode control theory provides several ex-
amples of systems that exhibit convergence to the equilibrium
in finite time. A well-known example is the double integra-
tor with bang-bang time feedback control. Some other types
of finite time convergence are presented in [1] (this concept of
stability will be used in the smooth manifold defined hereafter).
Obviously, using a smooth manifold does not generate a stabil-
ity in finite time, but a “practical ” stability in finite time (con-
vergence in finite time towards a ball of radiusε). On the other
hand, using a variable structure control law enables to reject
the disturbances if a kind of “Matching Condition” is satisfied.
For ar-th order sliding mode, this condition can be expressed
in the following way: the influence of the disturbance on the
sliding variableσ and its derivativesσ(i) ∀ i = 1, ..., r must be
bounded.

Consider a system described by the differential equations

Ż = f(Z) + g(Z)u + d(Z)ω (11)

y = σ(Z)

whereu is the control input,y is an output whose vanishing
fulfills the control objective andω is a bounded perturbation
satisfying the well-known matching condition given in [6]. As-
sume that the system has relative degree one with respect toy.
Thus:

σ̇ = Lfσ(Z) + Lgσ(Z)u + Ldσ(Z)ω

andMM > Lgσ > Mm > 0. Taking into account that the
perturbation is bounded, the control law defined by

u = −αsign(σ)

α >
|Ldσω|+ |Lfσ|

Mm

for anyZ in the considered domain, implies the convergence on
σ(Z) = 0 in finite time. This elementary stability inequality
may be generalized at any order, and more particularly forr =
3 as it is shown here. For a sake of simplicity, it is assumed
here thatω = 0. Let us describe the third-order sliding mode
with a smooth manifold. For that, it is assumed that the Single
Input Single Output system (11) has relative degree three with
respect toy (that is to sayLgσ = LgLfσ = 0) and that there

exist positive constantsC0, C1, C2, M1, M2 such that:

|Lfσ| < C0

|L2
fσ| < C1

|L3
fσ| < C2

0 < M1 < LgL
2
fσ < M2

(12)

Two smooth manifoldsSs1 andSs2 are designed:

Ss1 = σ̇ + |σ|2/3
P3(σ) (13)

Ss2 = Ṡs1 + A |Ss1|1/6
P3(Ss1)

in which the smooth functionP3(σ) (which is a continuous
approximation of the signum function) is defined by

P3(ς) = k arctan(mς3)

wherek andm are two positive parameters.

The derivative ofSs2 is given by

Ṡs2 = S̈s1 +A
1
6
|Ss1|

1
6

Ss1
Ṡs1P3(Ss1)+A |Ss1|

1
6 Ṗ3(Ss1) (14)

where|Ss1|1/6 is determined as in [1] and where

Ṡs1 = σ̈ +
2
3
|σ|2/3

σ
σ̇P3(σ) + Ṗ3(σ) |σ|2/3

S̈s1 = L3
fσ − 2

9
|σ|2/3

σ2
σ̇2P3(σ) (15)

+
2
3
|σ|2/3

σ
σ̈P3(σ) +

2
3
|σ|2/3

σ
σ̇Ṗ3(σ)

+ P̈3(σ) |σ|2/3 +
2
3
|σ|2/3

σ
σ̇Ṗ3(σ) + LgL

2
fσu

Note that the equation (14) is defined for allσ. Due to the
assumptions (12) and thanks to the higher order sliding mode
control law

u = −α
(
LgL

2
fσ

)−1
sign(Ss2) = Π(σ, σ̇, σ̈, k, m, A, α)

(16)
one obtains first, for an appropriate choice ofα, the finite
time convergence of the system trajectories ontoSs2 = Ṡs1 +
A |Ss1|1/6

P3(Ss1) = 0. Then, with a suitable choice ofA, the
manifoldSs1 = σ̇+|σ|2/3

P3(σ) = 0 is reached. Finally, since
on the manifoldSs1 = Ss2 = 0, σ̇ + |σ|2/3

k arctan
(
mσ3

)
=

0, with an appropriate choice ofk and m , the trajectories
evolve after a finite time in a neighbourhood ofσ = 0, whose
layer is define by the parameters ofP3(σ).

It is important to note that the convergence is only practical in
this case and not in finite time. The robustness of the control
law is ensured by taking into account, in the choice ofα and in
the inequalities (12), the bounds on the perturbations and some
of its derivatives. To reject the perturbation, it is important to
use the signum function (16). The details of the proof of the
practical stability and of the case whereω 6= 0 can be found in
[5].



Appendix B: Second order sliding mode algorithm

Different kinds of second order algorithms have been given in
the literature [2, 7, 12]. The algorithm used in this paper is a
modified version of the twisting algorithm [7], which improves
the convergence rate and which is useful to obtain a global con-
vergence onto the chosen manifold. Consider the system:

ẋ1 = x2

ẋ2 = ζ(t, y) + χ(t, y)u (17)

wherex1, x2, u ∈ R. Let us denoteσ = x1 as the sliding
variable. The system (17) has relative degree two with respect
to σ. Assume that

0 < Km ≤ χ(t, y, u) ≤ KM ,
|ζ(t, y)| < C0.

then the control law

u = Γ(σ, β, λm, λM )

= −β2σ − 2βσ̇ +
{ −λm sgn(σ), if σσ̇ ≤ 0
−λM sgn(σ), if σσ̇ > 0

with
λm > C0

Km

KmλM − C0 > KMλm + C0,
(18)

generates a second order sliding mode with respect to the man-
ifold σ = 0. Then the trajectories are describing an infinite
number of rotations in the phase plane(σ, σ̇) while converg-
ing in a finite time (as small as the value ofβ is high) to the
set

{
(x1, x2) ∈ R2 : σ = σ̇ = 0

}
. It is also possible to define

some upper-bounds for the convergence time.
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