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Abstract
This paper concerns the experimental evaluation of a PID
mixed H2/H∞ control methodology based on the applica-
tion of genetic algorithms. The considered plant is an ex-
perimental DC servosystem affected by disturbances act-
ing on its output, and the performance objective corre-
sponds to the control of the load angular position.

1 Introduction
As is pointed out in [2], the so-called mixed H2/H∞ con-
trol designs are quite useful for robust performance design
for systems under parameter perturbation and uncertain
disturbance. However, as is also pointed out in [2], the con-
ventional output feedback designs of mixed H2/H∞ opti-
mal control are complicated and not easily implemented.
By these reasons, it is quite common to fix the structure of
the controller in order to express mixed H2/H∞ control
in terms of a tractable numerical optimization problem
in the parameter vector space. The real parameter vec-
tor obtained as a solution to the optimization problem
corresponds then to a particular fixed-structure controller
which satisfies the specified control problem. The Pro-
portional Integral Derivative control (PID control) law
is a very succesful industry-oriented fixed-structure con-
troller. As far as numerical optimization techniques are
concerned, evolutionary computing [5] offers some power-
ful tools. In particular, Genetic Algorithms, initially in-
spired from the processes of natural selection and evolu-
tionary genetics, have been succesfuly applied in control
and signal processing design (see for instance [11]). We are
interested here in the experimental evaluation of a PID
mixed H2/H∞ control methodology based on the applica-
tion of a standard genetic algorithm. With this objective
in mind, we follow the procedure described in [2] to obtain
the gains of a PID controller which solves a positioning
control problem. The concerned plant is an experimental

DC servosystem affected by a disturbance acting on the
output. The paper is organized as follows:

First of all, we discuss in Section 2 the problem statement,
i.e., the PID mixed H2/H∞ control methodology applied
to the positioning control problem. Section 3 is dedicated
to a brief description of Genetic Algorithms. We also recall
in Section 3 the PID mixed H2/H∞ control methodolo-
gy based on the application of Genetic Algoritms. For our
particular application we apply a comercial Genetic Algo-
rithms software [3], which implements a general purpose
algorithm.

We present in Section 4 the results obtained when apply-
ing the discussed methodology to a experimental DC ser-
vosystem. We conclude with some final remarks in Section
5.

2 Problem Statement

2.1 Mixed H2/H∞ control

Consider the feedback control scheme shown in Figure 1,
where:

r denotes the reference input signal;
yd denotes the output signal;
d denotes the disturbance signal;
e denotes the tracking error input signal;
P denotes a Linear Time-Invariant (LTI) Single-Input

Single-Output (SISO) plant;
C denotes a LTI SISO controller, and:
W denotes the so-called frequency profile of the distur-

bance signal d.

The control problem is then defined as follows:

Definition 1: Optimal Tracking Control Problem (O-
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Fig. 1. Control system with disturbance.

TCP): taking into account the tracking control scheme
shown in Figure 1, find a controller C which minimizes
the tracking error signal e for a specific reference signal r,
while insuring both disturbance attenuation and closed-
loop internal stability.

Chosing the energy as the measure of a given signal,
OTCP can be reformulated in formal terms as follows:

Definition 2: Let the SISO transfer functions P (s) and
W (s) be given. Let also a real disturbance attenuation
level γ > 0 be given. Find a controller C (s) such that:

mı́n
C

J, with J :=

Z ∞
0

e2(t)dt, (1)

and:

sup
d(t) L2

kyd(t)k2
kd(t)k2

=

°°°° W (s)

1 + P (s)C(s)

°°°°
∞
≤ γ, (2)

while insuring closed-loop internal stability. L2 stands for
the space of all real valued Lebesgue integrable functions.

Please note that:

e(s) =
r(s)

1 + P (s)C(s)
. (3)

In the previous definition k·k∞ stands for the H∞-norm
of the transfer function · (see for instance [4]).

Remark 3: The problem considered in Definition 2 is a
typical mixed H2/H∞ control one. In fact the problem
corresponds to the minimization of the H2-norm of a sig-
nal (1), with a H∞-norm constraint (2).

2.2 PID mixed H2/H∞ control

Let us now fix the structure of the controller to a PID
one, i.e., C (s) = k1 +

k2
s + k3s, where: k1, k2 and k3

denote the Proportional, the Integral and the Derivative
gains of the controller, respectively. If we suppose that the
parameter domain of {k1, k2, k3} guarantees the stability

of the closed-loop system (such parameter domain can be
characterized by the Routh-Hurwitz criterion), and apply-
ing the Parseval’s theorem (see for instance [7]), we have
that (1) can be rewritten as follows:

J : =

Z ∞
0

e2(t)dt = mı́n
k1,k2,k3

1

2πj

Z j∞

−j∞
e (−s) e (s) ds

= mı́n
k1,k2,k3

1

2πj

Z j∞

−j∞

B(s)B(−s)
A(s)A(−s) ds, (4)

where A(s) and B(s) are Hurwitz polynomials. Let us de-
note m the degree of A (s), and let us assume that the de-
gree of B(s) is equal to m− 1. Thus the polynomials A(s)
and B(s) are given by A(s) =

mP
k=0

aks
k = am

Qm
i=0 (s− zi)

andB(s) =
Pm−1

k=0 bks
k,where {z1, z2, . . . , zm} is the set of

zeros of A (s). It is also assumed that a0 6= 0 and am > 0.

Remark 4: In what follows we shall change J in (4) by
Jm (k1, k2, k3) to indicate its dependence onm, k1, k2, and
k3.

As is pointed out in [2], the optimization problem (4) can
be solved in this case by the residue theorem (see [12] and
[10] for the details). Indeed Jm(k1, k2, k3) = Jm(k1, k2,
k3)n / Jm(k1, k2, k3)d, with:

Jm(k1, k2, k3)n

: = a0dm−1Qm−1 [dm−2Qm−2 − dm−3Qm−3

+ · · ·+ (−1)m−1 d1Q1
i
+ (−1)m−1 amd0Q0

and:

Jm(k1, k2, k3)d := (−1)m−1 2ama0 (5)

· [am−1Qm−1 − am (+am−7Qm−4 + · · · )] ,

where: dl =
Pm−1

i,j=0 (−1)i bibj , with i + j = 2l. The Qi,
i = 1, 2, ,m− 2 are formed from |Ω|, with:

Ω :=



am−1 am−3 am−5 · · · · · · 0 0

am am−2 am−4 · · · · · · ...
...

0 am−1 am−3 am−5 · · · ...
...

... am am−2 am−4 · · · ...
...

... 0 am−1 am−3 · · · ...
...

...
...

...
...

. . . a1 0
0 0 · · · · · · · · · a2 a0


,

by deleting the first, (m − 1)-th and m-th columns and
the first (i+ 1)-th and m-th rows, and Q0 and Qm−1 are
given by:

Q0 = a2Q1 − a4Q2 + a6Q3 − a8Q4 + · · ·
Q1 = am−2Qm−2 − am−4Qm−3 + am−6Qm−4 − · · ·



As far as the attenuation disturbance constraint (2) is
concerned, we have that:°°°° W (s)

1 + P (s)C(s)

°°°°
∞
=

s
sup

ω∈[0,∞)

β(ω)

α(ω)
≤ γ,

where β(ω) and α(ω) are some appropiate polynomials in
ω. Since the peaks of β(ω)/α(ω) occur at the point which
satisfy:

d

dω

β(ω)

α(ω)
=

α(ω)dβ(ω)dω − β(ω)dα(ω)dω

α2(ω)
= 0,

only the real roots of:

num d
dω

β(ω)
α(ω)

(ω) (6)

: = α(ω)
dβ(ω)

dω
− β(ω)

dα(ω)

dω
=

nY
i=1

(ω − λi) = 0

need be found.

Remark 5: In what follows we shall denote {λr1 , λr2 ,
. . ., λrl} the set of real roots of num d

dω
β(ω)
α(ω)

(ω).

Thus, the attenuation disturbance constraint (2) is equiv-
alent to: vuut sup

λri∈{λr1 , λr2 ,..., λrl}
β(λri)

α(λri)
≤ γ. (7)

Summarizing, the PID mixed H2/H∞ Control Problem
(PIDH2/H∞CP) is defined as follows:

Definition 6: PIDH2/H∞CP: let the transfer functions
P (s) and W (s) be given. Consider a disturbance at-
tenuation level γ also be given. Find a PID controller
C (s) = k1 +

k2
s + k3s, assuming that the parameter do-

main of {k1, k2, k3} guarantees the stability of the closed-
loop system, such that Jm(k1, k2, k3) is minimized andq
supλri (β(λri)/α(λri)) ≤ γ is satisfied.

2.3 An illustrative example

In order to illustrate the PID mixed H2/H∞ control
methodology we have identified the model of an experi-
mental DC Servosystem. This servosystem is included in
a Client-Server experimental setup, mainly oriented to the
evaluation of control laws and model identification algo-
rithms. The Client is allocated in a CeleronTM based com-
puter running at 333 MHz. The sampling rate was set
to 1 KHz. The DC motor is from Clifton PrecisionTM ,
model JDTH-2250-BQ-DC. Angular position is measured

using an optical encoder with 2500 pulses per turn. A
CopleyTM Controls Power amplifier, model 413, is em-
ployed for driving the motor. An inertial load is attached
to the motor through a belt. The data acquisition card
is the MultiQTM model from Quanser Consulting with
optical encoder inputs, which multiply by 4 their count,
then, the number of pulses per turn is 10000. This out-
put was further scaled down by a factor of 10000, which
correspond, to 1 turn. The card also has 12 bits digital
to analog converters with an output range [-5 volts, +5
volts]. The model identification algorithm, in fact a well
known least-squares algorithm (see for instance [1]), was
implemented using the MatLabTM/SimulinkTM software
running under the WINCONTM environment. The Serv-
er is installed in a PentiumTM based computer running
at 200 MHz. The model obtained from the identification
process is given by P (s) = 317

s(s+5,57) =
y(s)
u(s) , where u (s)

denotes the control signal and y (s) denote the output sig-
nal. The output (angular position) is measured in number
of turns, while the input signal is given in volts. We take
r (s) = 1

s as the reference signal. We take as the frequency
profile of the disturbance the transfer function W (s) =
1

s+1 .

2.3.1 The internal stability constraint

First of all, we have e (s) = r (s) − yd (s) = Te (s) r (s) ,
where:

Te (s) :=

µ
1

1 + P (s)C (s)

¶
=

s2(s+ 5,57)

s3 + (5,57 + 317k3) s2 + 317k1s+ 317k2
.

Consequently, the characteristic polynomial, say pc (s), is
given by:

pc (s) = s3 + (5,57 + 317k3) s
2 + 317k1s+ 317k2. (8)

Now, the Routh-Hurtwitz criterium let us to conclude that
the parameter domain of {k1, k2, k3} insuring internal
stability (of the closed-loop system) is characterized by:

k2 > 0,
k3 > −5,57/317,

k1 > k2/ (317k3 + 5,57) .
(9)

2.3.2 The H2 optimization problem

Taking into account (4) and (5) we have:Z j∞

−j∞
e (−s) e (s) ds

=

Z j∞

−j∞

r(−s)r(s)
(1 + P (−s)C(−s)) (1 + P (s)C(s))

ds

=

Z j∞

−j∞

B(s)B(−s)
A(s)A(−s) ds,



Fig. 2. DC Servosystem.

where B (s) := b0 + b1s + b2s
2 and A (s) := a0 + a1s

+ a2s
2 + a3s

3, with: a0 = 317k2, a1 = 317k1, a2 =
(5,57 + 317k3) , a3 = 1, b0 = 0, b1 = 5,57, and b2 = 1.
Remark that for our current example m = 3. Consequent-
ly:

J3(k1, k2, k3)

=
b22a0a1 + (b

2
1 − 2b0b2)a0a3 + b20a2a3

2a0a3(−a0a3 + a1a2)

= 0,00001577287066

µ
31700k1 + 3102,49

−k2 + 5,57k1 + 317k1k3

¶
.

2.3.3 The H∞ optimization problem

As far as the disturbance attenuation constraint is con-
cerned, we have W(s)

1+P (s)C(s) =
s2(s+5,57)

(s+1)(s3+cs2+317k1s+317k2)
,

and:

β (ω) = ω6 + 31,0249ω4,

α (ω) = ω8

+(3531,38k3 + 100489k
2
3 − 634k1 + 32,0249)ω6

+
¡−3531,38k2 + 100489k23 − 634k1

+100489k21 + 3531,38 ∗ k3 − 200978k2k3
+31,0249)ω4

+
¡
100489k22 + 100489k

2
1 − 3531,38k2

−200978k2k3)ω2
+100489k22,

with c := 5,57 + 317k3 and:

num d
dω

β(ω)
α(ω)

(ω)

= 2ω13 +124,09960ω11

+(1925,08884 + 212058,6628k3

+6034344,36k23 − 38071,57320k1
+7062,76k2 + 401956k2k3 − 200978k21

¢
ω9¡

+803912k2k3 − 401956k22 + 14125,52k2
−401956k21

¢
ω7

+
¡
12470644,71k2k3 − 6235322,348k21

+219121,4227k2

−6838256,348k22
¢
ω5

−12470644,7k22ω3.

2.3.4 PIDH2/H∞CP

Summarizing, for our current example PIDH2/H∞CP is
defined as follows (we fix γ = 0,1):

Problem 7: Let P (s) = 317
s(s+5,57) , W (s) = 1

s+1 , λ = 0,1,

and r (s) = 1
s , be given. Consider the parameter stability

domain of {k1, k2, k3} (9), i.e., k2 > 0, k3 > −5,57/317,
k1 > k2/ (317k3 + 5,57) , find a set {k1, k2, k3} satisfying
the previous inequality constraints and such that:

mı́n
{k1,k2,k3}

J3(k1, k2, k3)

= mı́n
{k1,k2,k3}

µ
1577287066× 10−5 (31700k1 + 3102,49)

−k2 + 5,57k1 + 317k1k3

¶
and:vuut sup

λri∈{λr1i ,λr2 ,...,λrl}

Ã
λ6ri + 31,0249λ

4
ri

α (λri)

!
< 0,1,

where λri , for i = 1, ..., l, denote the ri-th real root of :

num d
dω

β(ω)
α(ω)

(ω)

= 2ω13

+124,09960ω11

+(1925,08884 + 212058,6628k3

+6034344,36k23
−38071,57320k1 + 7062,76k2
+401956k2k3 − 200978k21

¢
ω9

+
¡
803912k2k3 − 401956k22

+14125,52k2 − 401956k21
¢
ω7

+
¡
12470644,71k2k3 − 6235322,348k21

+219121,4227k2

−6838256,348k22ω5 − 12470644,7k22
¢
ω3.



Remark 8: In what follows we shall denote {k∗1 , k∗2, k∗3}
the solution to Problem 7.

We can at this level proceed to solve the proposed prob-
lem.

3 The Genetic Algorithms Approach

There exists a huge quantity of publications concerning
Genetic Algorithms and its applications in Automatic
Control and Signal Processing (see for instance [3], [11],
[8], and [6]). As is pointed out in [6], Genetic Algorithms
(as a class of stochastic optimization techniques) can be
interpreted as one particular implementation of a Monte
Carlo optimization technique and can be applied to ar-
bitrary optimization problems (like the one specified by
Definition 6). Motivated by the mechanisms of natural
selection and evolutionary genetics, a typical Genetic Al-
gorithm behaves as specified by the following genetic di-
alect (see [6]): “We start out with a randomely chosen
qualitative genetic pool. We evaluate the quality of the
entire genetic pool. We rank the genetic strings accord-
ing to their quality. We define the fitness of a genetic
string as fitness = 1,0

total error . We then add up the fit-
nesses of all genetic strings in the genetic pool and define
the relative fitness of a genetic string as relative fitness =

fitness
sum over all fitnesses .We then replace the entire genetic pool
by a new pool in which each genetic string is represented
never, once, or multiple times proportional to its relative
fitness. Poor genetic strings are removed, while excellent
genetic strings are duplicated many times. We then pair
the genetic strings up arbitrarely. Each pair produces ex-
actly two offspring, one consisting of the head of the first
string concatenated with the tail of the second and the oth-
er consisting of the head of the second string concatenated
with the tail of the first. We then let the old generation die
and replace the entire genetic pool by the new generation.
The algorithm is repeated until convergence”.

There exist several implementations of the genetic com-
puting strategy schematized above. For our purposes we
chose a MATLABTM -based tool called FlexToolsTM [3].
This MATLABTM toolbox implements a general-purpose
Genetic Algorithm which constraint each genetic string to
be coded as a binary pattern. Both the fitness function
(i.e., Jm(k1, k2, k3) in our case) and the disturbance at-
tenuation constraint function are coded as MATLABTM

procedures, each functions receiving as their argument the
vector {k1, k2, k3}. It is quite obvious that the initial ge-
netic pool belongs to the parameter domain characterized
by (9). As far as the set of Genetic Algorithm descriptors,
we must choose the following one:

Number of generations.

Population size.
Crossover probability.
Mutation probability.
Selection operator.

3.1 The computing procedure

In order to implement the solution of PIDH2/H∞CP
through the Genetic Algorithm Approach we follow the
following sequential procedure:

1. We fix the Genetic Algorithms descriptors mentioned
above.
2. We randomely choose a genetic pool of PID gains {k1,
k2, k3} (coded in binary terms) constrained to belong to
the stability parameter domain. In fact, we fix range values
for k1, k2, and k3.
3. We compute the fitnesses of all genetic strings, taking
directly Jm(k1, k2, k3) as the fitness function.
4. We apply the roulette wheel selection technique to
choose the best subset of the population of PID gains.
5. We proceed to pair the genetic strings (and to apply
mutation) in order to obtain a new population.
6. We verify the disturbance attenuation constraint for
each member of the chosen population. We decrease the
fitness of the members which do not satisfy the distur-
bance attenuation constraint.
7. We repeat the procedure step 3 to step 6 until the
fixed number of generations is attained. The final binary
result is finally decoded to obtain the PID gains.

Remark 9: Both the crossover probability and the mu-
tation probability are chosen following what is indicated
in [5].

4 Experimental Results

Let us now continue with our illustrative example (see
Subsection 2.3):

Consider Problem 7. The set of Genetic Algorithms de-
scriptors is fixed as follows:

Number of generations = 20.
Population size = 77.
Crossover probability = 0.77.
Mutation probability = 0.077.
Roulette wheel selection.

In order to compute {k∗1 , k∗2 , k∗3} we take a subset of the
parameter stability domain charcaterized by k1 ∈ [0, 8],
k2 ∈ [0, 8], and k3 ∈ [0, 8]. We apply the specified proce-
dure to our current example, and we obtain the following



F ig . 3. D C se rvosystem output b e haviour.

results:

k∗1 = 8, k∗2 = 0,00 73, k∗3 = 8s
supλri∈{λr1i ,λr2 ,...,λrl }

µ
λ6ri

+31, 0249λ4ri
α(λri )

¶
= 0,0669 < 0,1.

The com puted solution shows some particulari ties:
k∗1 and k∗3 take the extreme va lues of t heirs corresp o nd-
ing range s, while k∗2 t e nds to b e equal to z er o. Beca us e
of  the nature of J3 (k 1, k2, k3 ), k∗1 and k∗3 must b e small
to guarantee a small value of J3 (k1, k2, k3 ). As far as k∗2
is concer ned, t he o btain ed res ult c onfi rms t hat i nt e gr al
control is not necessa ry, s ince the mo del of the D C ser-
vo system includ es an i nt egral act ion. It is necessary to
s ay th at a big value of t he p ro p or tio nal g ain gi ves r i s e
to res p o ns e overs ho ots . This undes i red b ehav io ur ca n b e
corrected in jecting dam ping, i .e. , increasin g th e deriva-
tive gain. H owever, high noise level imp os e low deriva tive
ga ins. By these reasons, th e PID g ains were a djus t ed to
the following va lues:

k∗1 = 8, k∗2 = 0,00 73, k∗3 = 0,4. (1 0)

Fig ure 3 s hows th e b ehavi our o f the rea l s ys tem co rr e -
s p on ding t o t he PID g ain s. R em ar k that the dis tu rba nce
is a ttenua ted, but it is s till pr esent on t he o utput .

5 Concl uding re ma rks

Concerning ou r exp erimental e va luation , we compar e t he
b e havio ur obt ained when a pplying the c ompu ted c o n-
tr oller to the real s ys tem with t he b ehavi our ob tain ed
when a pplying th e c om puted contr oller i n a s i mulat ed
control s cheme. Bo th b eh aviours are very close, but t he
s i mu lated c ontr ol scheme d o es n ot pres e nt a n a ppr ec ia -
ble effect o f the dis turb ance. It is quite o bv ious that t he

remarked difference is d ue to t he nonlinea r na tur e of t he
real system.

In general , we can conclude that th e G en et ic Algorithms
Approa ch t o solve m ixed H2/H∞ c o nt ro l p ro bl e ms ( co n-
s i dering PID c o nt ro l l e rs ) i s a go o d ch oi ce wh en the d y -
namics  of the real plant  are close to  the dynamics of a
linea r s ys tem. In o ur st udy we a pply a s tand ar d Genet-
ic Alg or i thm which do es not pro fit f ro m b oth the na tur e
of the plant and the  controller.  The nature of the  con-
tr ol s ch em e mus t b e co ded i n the opti mizatio n pro cedur e,
e.g. , the co ns tra i nt li miting the value of the der iva tive ga i n
in our illustra tive example (b ecau sF  pressence of
undes i r ed v ibr atio ns a cting o n t he D C mo to r when t he
derivat ive gain t akes bi g va lues) can b e co ded in terms
of the s p ecified ra ng e f or the ga i n. As fa r a s t he G e netic
Algorithm descript ors are concerned, it seems suit able to
pro ceed to an intensive e xp er imental s tudy co ncernin g t he
develo pment o f e vo lutio nar y c ompu ting tech niques ada pt-
ed to  the intimate knowledge of the nature of the systems
to b e cont ro lled; descriptors (such like cro ss over probabil-
ity a nd mutation probability) must b e obtained from real
knowledge.
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