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Abstract

We consider the design of a control law K(s, θ) such that a
set of trade-offs parameterized by a scalar θ are satisfied for a
given LTI system. The trade-off is formulated as an optimiza-
tion problem involving a weighted H∞ norm. Matrices of the
state space representation of K(s, θ) have to be obtained as ex-
plicit functions of θ. This problem, close to the LPV control
design, can be naturally formulated as a convex but infinite di-
mensional optimization problem. The contribution of this pa-
per is to propose design methods based on finite dimensional
LMI optimization problem, avoiding the “naive” gridding ap-
proach.

1 Introduction

During the last twenty years, dramatic advances were accom-
plished in the design of Linear Time-Invariant (LTI) control
laws for LTI systems using the frequency domain approach. In
the so-called H∞ control [20, 21], the specifications are trans-
lated as constraints, defined by weighting functions, on the
magnitude of the closed-loop transfer function. Controller de-
sign boils down to optimization on the H∞ norm of the closed
loop transfer function involving the plant augmented with the
weighting functions [11]. Nevertheless, the existing methods
focus on designing one particular LTI control law for one par-
ticular trade-off of the design specifications. In some appli-
cations, it is important to adjust the control law parameters in
order to satisfy different trade-offs. The road adaptative ac-
tive suspension is an example [7] in which control gains are
tuned, in real time, to adapt the trade-off between limited sus-
pension deflection and comfort depending on a parameter (the
road conditions). In the sequel, the considered trade-offs are
parameterized by a single parameter, denoted θ.

In this paper, we propose several methods for designing con-
trollers whose state space representation explicitly depends on
this parameter θ. To this purpose, we extend and adapt design
methods proposed for LPV control. A more detailed presenta-
tion of the results can be found in [5].

Outline of the paper In section 2, the problem is formulated.
Problem difficulties and related approaches are then discussed.

Two possible solutions are proposed in sections 3 et 4.

Notations In denotes the n × n identity matrix. I and 0 denote
respectively the identity and the zero matrices of appropriate
size. P > 0 denotes that P is positive definite. The Redheffer
star product [21] is denoted by �. The “state space” matrices of
an LFT [21] M(∆) are denoted AM , BM , CM and DM , that is:

M(∆) = ∆ �

[
AM BM

CM DM

]
. In a matrix, � denotes the transpose

of the symmetric block.

2 Considered problem

2.1 Problem formulation

We consider the augmented plant:

P (s, θ)

{
ẋ(t)= Ax(t)+ Bww(t)+ Buu(t)
z(t)=Cz(θ)x(t)+Dzw(θ)w(t)+Dzu(θ)u(t)
y(t)= Cyx(t)+ Dyww(t)

(1)

where x(t) ∈ R
n is the state vector, u(t) ∈ R

nu is the control
input, y(t) ∈ R

ny is the measured output, z(t) ∈ R
nz is the

controlled output, w(t) ∈ R
nw is the disturbance input and θ ∈

[0, 1] is the parameter. The data matrix [Cz(θ) Dzw(θ) Dzu(θ) ]

is an explicit function of θ. Such dependence can be obtained
when output weighting functions depend on θ as follows:

W (s, θ) =
1

s
I �

[
AW BW

CW (θ) DW (θ)

]
. (2)

PROBLEM Given P (s, θ) as defined in (1), compute γopt such
that

γopt = min
K(s,θ)

max
θ∈[0,1]

‖P (s, θ) � K(s, θ)‖∞ (3)

with K(s, θ) = 1
s
I �

[
AK(θ) BK(θ)
CK(θ) DK(θ)

]
that ensures for each θ ∈

[0, 1] the internal stability of P (s, θ) � K(s, θ).

2.2 Illustrative example

Let us consider a plant G(s) = 1
s+1

controlled by a one degree
of freedom controller. The purpose is to design a control law
ensuring that the closed loop system output is able to track step
reference signals with a specified transient time response. We
want to design a θ dependent controller which achieves differ-
ent trade-offs between transient time response and control input
energy. Such a problem is addressed by mixed sensitivity H∞
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Figure 1: Mixed sensitivity problem

design [18] (see figure 1). The usual H∞ problem is for a given
trade-off, that is, for a given θi ∈ [0, 1]:

γθi = min
Kθi

(s)

∥∥∥∥∥∥∥
W1(s, θi)

1
1 + G(s)Kθi(s)

W2(s, θi)
Kθi(s)

1 + G(s)Kθi(s)

∥∥∥∥∥∥∥
∞

. (4)

If γθi is close to 1 (see e.g. [18]), condition (4) ensures that:

1. tracking specification is given by W1(s, θi) = k
s + βθi

s + ε
where ε is set to a small value (1.7 × 10−3) for ensuring a
small error tracking;

2. a 6 dB modulus margin is guaranteed by setting k of W1

to 0.5;
3. control input energy is constrained by the choice of W2.

W2 is such that the inverse of W2 is a low pass filter.

In our problem, a trade-off is defined by βθi and the bandwidth
of W2. We consider two extreme trade-offs:

1. for θi = 1, fast response with high control energy: βθi =

3.45, W2(s) = 100 s + 5
s + 1580 ;

2. for θi = 0, slow response with low control energy: βθi =

0.86, W2(s) = 1800 s + 0.28
s + 1580 .

Between both trade-offs, βθi is divided by 4. W1 and W2, for
intermediate values of θ, are obtained by interpolating the pre-
vious two pairs of W1 and W2.

2.3 Solution formulation

For a given θ, two solutions were proposed to solve PROBLEM

using convex optimization involving Linear Matrix Inequality
(LMI) constraints [8, 15]. Using the elimination lemma [8],
the existence and the computation of a solution are performed
in two shots. In order to avoid these two shots, the approach of
[15] is considered. From [15], we have:

Theorem 2.1 PROBLEM has the following solution:
γopt is the minimum value of γ such that there exist

• symmetric matrices of functions X (θ), Y(θ) ∈ R
n×n;

• matrices of functions A(θ) ∈ R
n×n, B(θ) ∈ R

n×ny , C(θ) ∈
R

nu×n and D(θ) ∈ R
nu×ny

satisfying for each θ ∈ [0, 1]:[
X (θ) I

I Y(θ)

]
> 0 (5)




AX(θ) + X(θ)AT +
BuC(θ) + (BuC(θ))T � � �

A(θ)+
(A + BuD(θ)Cy)T

AT Y(θ) + Y(θ)A+
B(θ)Cy + (B(θ)Cy)T � �

(Bw + BuD(θ)Dyw)T (Y(θ)Bw + B(θ)Dyw)T −γI �

Cz(θ)X(θ)+
Dzu(θ)C(θ)

Cz(θ)+
Dzu(θ)D(θ)Cy

Dzw(θ)+
Dzu(θ)D(θ)Dyw

−γI




<0 (6)

Then, the state space matrices of K(s, θ) are obtained by:[
AK(θ) BK(θ)
CK(θ) DK(θ)

]
=
[

L(θ) −M(θ) 0
0 0 Inu

]
× . . .

· · · ×
([

In 0
0 Bu
0 Inu

] [
A(θ) B(θ)
C(θ) D(θ)

] [
X (θ)−1 0
−Cy Iny

]
+

[
0 0
A 0
0 0

]) (7)

where [L(θ) −M(θ) ] =
([

In
In

]
X (θ) [In Y(θ) ]

[
In 0 0
0 −In In

])
� In.

The optimization problem presented in Theorem 2.1 boils
down to a convex optimization problem which is a desirable
feature. The main difficulty is that it is infinite dimensional:

1. as functions of θ, decision variables (X (θ), Y(θ), A(θ),
B(θ), C(θ) and D(θ)) belongs to an infinite dimensional
space;

2. as parameterized by θ, there is an infinite number of con-
straints.

In the next section, we discuss the possible ways to bypass
these difficulties.

2.4 Possible approaches to manage infinite dimension

Gridding A first approach is to grid θ: for a finite number
of values θi, compute the solution of Theorem 2.1, that is,
compute the solution of the following standard H∞ problem:
γθi = minKθi

(s) ‖P (s, θi) � Kθi(s)‖∞. The θ dependent con-
troller is then obtained by interpolating the designed ones. The
major theoretical drawback is the lack of guarantee for the val-
ues of θ which ar not contained in the grid. Moreover, interpo-
lation of controllers is a difficult problem.

LPV A more interesting approach is to directly design the θ

dependent controller from Theorem 2.1. This is strongly re-
lated to Linear Parameter-Varying (LPV) control, in which the
purpose is to design a controller depending on θ that ensures
stability and L2 gain performance [19] for a θ dependent aug-
mented plant. Note that, in [7], the design of a road adaptative
active suspension is recast as the design of an LPV control law.
Unfortunately, in this paper, the particular features of the con-
sidered problem are not exploited.

As in our problem, the main difficulty in LPV control is that ob-
tained conditions are naturally in the form of an infinite dimen-
sional problem, that is an infinite number of decision variables
and an infinite number of constraints. The proposed solutions
in LPV context are to first restrict the set of “data”1 and deci-
sion variables, functions of θ, to a finite dimensional set. This
step leads to a finite number of decision variables but intro-
duces conservatism. Then, in order to turn the infinite number
of constraints into a finite one, two classes of approaches were
proposed. When the θ dependant matrix “data” defines a poly-
tope, the first one allows to check the conditions only at the
vertices of the polytope [3, 2, 9]. The second one is based on
Linear Fractional Transformation (LFT) properties and the use
of the S-procedure [13, 1, 6, 12, 17, 16].

Some important works on LPV are classified in the non exhaus-
tive Table 1. Other approaches are discussed in [5].

1State space matrices of the to-be-controlled plant.



Data X , Y A, B, C, D Polytopic LFT
affine constant affine [3, 2]

rational constant rational [13, 1, 12, 17, 16]
affine affine affine [9] [6]

Table 1: Considered sets of functions (with respect to θ)

Each solution corresponds to a particular trade-off between
conservatism and complexity. Our contribution is to extend and
adapt existing approaches of LPV control to our problem with
an interesting trade-off between conservatism and complexity.
In sections 3 and 4, in order to avoid the infinite number of
decision variables, we use the set of rational functions. In or-
der to bypass the infinite number of constraints, a polytopic
approach is explored in section 3. This approach can lead to
strong restrictions on the possible sets of functions. We then
develop the LFT approach in section 4 which allows to avoid
these restrictions.

3 Particular approach

In this section, we investigate the use of rational functions with
the polytopic approach.

3.1 A specific result

In the sequel, we assume that the data matrix is a degree one
rational function i.e.: with d > −1 and θ ∈ [0, 1]

[Cz0 Dzw0 Dzu0 ] + θ
1+dθ

[Cz1 Dzw1 Dzu1 ] .

Theorem 3.1 An upper bound γpub of γopt can be computed by
minimizing γ such that there exist

• symmetric matrices X0, X1, Y0, Y1;
• matrices A0, A1, B0, B1, C0, C1, D0, D1

satisfying:

1. the following Linear Matrix Equalities (LMEs):

Cz1X1 + Dzu1C1 = 0 Dzu1D1 = 0; (8)

2. the following LMIs for α ∈ {0, 1}:[X0 + α
1−d

X1 I
I Y0 + α

1−d
Y1

]
> 0 (9)

T0 +
α

1 − d
T1 < 0 (10)

where

T0 =




AX0 + X0AT +
BuC0 + (BuC0)T � � �

A0 + (A + BuD0Cy)T AT Y0 + Y0A+
B0Cy + (B0Cy)T � �

(Bw + BuD0Dyw)T (Y0Bw + B0Dyw)T −γI �

Cz0X0 + Dzu0C0 Cz0 + Dzu0D0Cy Dzw0 + Dzu0D0Dyw −γI




T1 =




AX1 + X1AT +
BuC1 + (BuC1)T � � �

A1 + (BuD1Cy)T AT Y1 + Y1A+
B1Cy + (B1Cy)T � �

(BuD1Dyw)T (Y1Bw + B1Dyw)T −γI �

Cz1X0 + Cz0X1+
Dzu1C0 + Dzu0C1

Cz1 + (Dzu1D0 + . . .
Dzu0D1)Cy

Dzw1 + (Dzu1D0 + . . .
Dzu0D1)Dyw

−γI




The θ dependent controller is then obtained from equation (7).

The infinite number of decision variables is avoided by choos-
ing the set of rational functions of degree one for all the de-
cision variables. Under the LMEs (8), this leads to a convex
problem but with an infinite number of constraints. The infinite
number of constraints can be reduced with a polytopic property
(see [10]). (The obtained result has strong connections with the
result of [9].) Unfortunately, the use of the polytopic property
restrict the allowed sets of functions to the set of rational func-
tions of degree one.

Remark In Theorem 3.1, further conservatism (with respect
to the choice of the set of rational functions of degree one)
is introduced to bypass the infinite number of constraints (see
LMEs (8)).

Computation Theorem 3.1 has introduced two kind of con-
traints:

• LME ones: the set of decision variables which satisfy con-
ditions (8) can be linearly parameterized using the well-
known Gauss-Seidel iteration. It leads to a new set of de-
cision variables;

• LMI ones: minimizing γ such that there exist decision
variables in this last set satisfying conditions (9) and (10)
is a linear cost minimization problem over LMI con-
straints [4].

3.2 Numerical example

Let us consider the example introduced in sec-
tion 2.2 and assume that the weighting functions

are given by W1(s, θ) = 1
s
I �

[−0.0017 1.32
0.33 − θ 0.5

]
and

W2(s, θ) = 1
s
I �

[ −1580 400
−7170 + 6770 θ 1800 − 1700 θ

]
which

correspond to a simple linear interpolation.

Results analysis K(s, θ) is computed by solving optimiza-
tion problem of Theorem 3.1. We obtain a value of 1.92 for
γpub. |S| = 1

|1+GK| and |KS| are represented figure 2 with
K ∈ {K(s, θi), θi ∈ {0, 0.5, 1}}. Note, for instance, that be-
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Figure 2: |S| and |KS|, K ∈ {K(s, θi), θi ∈ {0, 0.5, 1}}

tween extreme values of θ, the bandwidth of S is multiplied by
1.3. When the controllers are obtained by solving the standard
H∞ problem: γθi = minKθi

(s) ‖P (s, θi) � Kθi(s)‖∞ (“point-
wise controllers”), for θ = 0 and θ = 1, the bandwidth of S is
multiplied by 4. The poor performance of the obtained K(s, θ)

is confirmed by inspecting the output transient response to a
step reference signal (see figure 3).
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Figure 3: Plant output with K(s, θi) (left) and Kθi(s) (right),
θi ∈ {0, 0.5, 1}

Discussion Let us explain the poor results obtained with
K(s, θ). In Theorem 3.1, we minimize γ which is independent
of θ and necessarily greater than the maximum γθi (approxima-
tively 1.38) obtained with standard H∞ problems. For θi = 1,
γθi is about 1, that is, 35% of discrepancy, which explains the
poor results. In addition, the conservatism of Theorem 3.1 in-
creases this effect since γpub is 1.92. If we adapt the approaches
of [3, 2, 9, 6] to our problem, affine functions are also consid-
ered for the interpolation: the same problem would arise.

This analysis is the motivation for (i) improving the weighting
functions interpolation in order that γθi remains constant for
any value θi and for (ii) decreasing the conservatism of pro-
posed conditions. In the previous example, the weighting func-
tions interpolation improvement requires more general rational
functions than the functions considered by theorem 3.1. One
of the interests of the general approach presented in the next
section is to consider general rational functions.

4 General approach

4.1 Preliminary remarks

Finite set of rational functions and the LFT realization In
this general approach, we consider the finite dimensional set of
rational functions ΦN,{di},m,p defined as:

{
H0+

∑N
i=1 θiHi

1 +
∑N

i=1 θidi

∣∣∣∣∣Hi ∈ R
m×p, ∀θ ∈ [0, 1], 1+

N∑
i=1

θidi �= 0

}

where N , m and p are three positive integers. This choice is
interesting since it is a large set of functions. It encompasses
all the sets presented Table 1.

For a given N , when the scalars di are fixed, ΦN,{di},m,p is con-
vex, more precisely affine in Hi. Note that, when the sets {di}
are different, the sets of functions ΦN,{di},m,p are also different
even for given N , m and p. The set ΦN,{di},m,p with appropriate
m and p is now denoted ΦN,{di}.

An element of the finite dimensional set of rational functions
ΦN,{di} admits an LFT realization. More precisely, one has:

Lemma 4.1 Any rational matrix H(θ) of the set ΦN,{di},m,p

can be expressed as:

θI �




0 · · · · · · 0 −dN Im HN

Im

. . .
.
.
.

.

.

.
.
.
.

0
. . .

. . .
.
.
.

.

.

.
.
.
.

.

.

.
. . .

. . . 0
.
.
.

.

.

.
0 · · · 0 Im −d1Im H1
0 · · · · · · 0 Im H0




= θI �
[

AH I 0
CH 0 I

]
×




HN

.

.

.
H1
H0


 (11)

From equation (11), a decision variable H(θ) ∈ ΦN,{di}
can be factorized as the product of an LFT and of RH =

[HN · · · H1 H0 ]T . When H(θ) is symmetric of size m, RH has
a special structure: it is the concatenation of symmetric matri-
ces. For notational convenience, the following set is defined
as: ΛN,m =

{RH |Hi = HT
i ∈ R

m×m
}

. Note that restricting
the decision variable H(θ) to belong to ΦN,{di} is equivalent in
choosing RH as a decision variable.

The infinite number of constraints and the LFT realization
We now illustrate the main interest of rational functions or the
LFT approach when we have to test an infinite number of ma-
trix inequalities. Let us consider e.g. condition (5) of Theorem
2.1. We assume that X (θ) and Y(θ) are rational functions and
we want to test if condition (5) is satisfied, i.e. if, for each
θ ∈ [0, 1], M(θ) + M(θ)T > 0 with

M(θ) =

[
1
2
X (θ) I
0 1

2
Y(θ)

]
. (12)

Following Lemma 4.1, M(θ) can be expressed as an LFT and
condition (5) can be interpreted as a passivity condition of the
static system M(θ) [17]. From [14]2, we have the following
lemma.

Lemma 4.2 The following inequality is satisfied:

M(θ) + M(θ)T > 0 (13)

for each θ ∈ [0, 1] if and only if there exist S = ST > 0 and
G = −GT such that[

(S + G)AT
M + AM (S − G)−2S (S + G)CT

M − BM

CM (S − G)−BT
M −DM − DT

M

]
< 0 (14)

Note that the infinite number of constraints defined by (13) is
replaced by a finite dimensional LMI problem (14). Moreover,
since the LFT realization of M(θ) is obtained from the LFT
realizations of X (θ) and Y(θ), it only depends on the decision
variables RX and RY . The interesting feature is that only BM

and DM depend on RX and RY , in an affine way. As a con-
sequence, condition (14) of Lemma 4.2 is a matrix inequality,
affine in S, G,RX and RY .

4.2 Proposed solution

If the data matrix is assumed to be a rational function of θ, that
is in the LFT form:[

Cz(θ) Dzw(θ) Dzu(θ)
]

= θI �

[
Ã BCz BDzw BDzu

C̃ DCz DDzw DDzu

]

2In fact, it is strongly related to the µ upper bounds which is known to be
exact when one uncertain parameter is considered.



then, one has:

Theorem 4.1 An upper bound γg of γopt can be computed by
minimizing γ such that there exist

• symmetric positive definite matrices S0, S, skew-
symmetric matrices G0, G;

• matrices RX ∈ ΛNX ,n, RY ∈ ΛNY ,n and RV ∈
R

(NV+1)(n+nu)×(n+ny)

satisfying:

(S0 + G0)A

T
Ω0

+AΩ0 (S0 − G0)−2S0
(S0 + G0)C

T
Ω0

−
BΩ0W(RX ,RY)

CΩ0 (S0 − G0)−W(RX ,RY )T BT
Ω0

−DΩ0W(RX ,RY) . . .

−W(RX ,RY )T DT
Ω0


< 0 (15)




(S + G)AT
Ω+AΩ(S − G)−2S (S + G)CT

Ω+
BΩZ(RV ,RX ,RY)

CΩ(S−G)+Z(RV ,RX ,RY )T BT
Ω

DΩZ(RV ,RX ,RY) . . .
+Z(RV ,RX ,RY )T DT

Ω


< 0 (16)

where

Ω0(θ) = θI �




AX 0 1
2
I 0 0 0

0 AY 0 0 1
2
I 0

CX 0 0 1
2
I 0 0

0 CY 0 0 0 1
2
I




W(RX ,RY) =


RX

[
0
2I

]
0 RY




Ω(θ) = θI �




Ã 0 BDzu BCz 0 0 BDzw 0 0
0 0 Bu A 0 0 0 0 0
0 In 0 0 AT 0 0 0 0
0 0 0 0 BT

w BT
w 0 − 1

2
I 0

C̃ 0 DDzu DCz 0 0 DDzw 0 − 1
2
I


×

θI �




AV 0 0 I 0 0 0 0 0 0
0 AX 0 0 0 I 0 0 0 0
0 0 AY 0 0 0 0 I 0 0

CV 0 0 0 I 0 0 0 0 0
0 CX 0 0 0 0 I 0 0 0
0 0 CY 0 0 0 0 0 I 0
0 0 0 0 0 0 0 0 0 I




Z(RV ,RX ,RY) =




RV 0 0 0 0

0 RX

[
0
I

]
0 0

0 RY 0 0 0
0 I 0 0 0
0 0 0 I 0
0 0 0 γI 0
0 0 0 0 γI



×
[

In 0 0 0
0 Cy Dyw 0

I

]

The controller is then obtained with equation (7).

Computation As W(RX ,RY) and Z(RV ,RX ,RY) are affine
in RV , RX and RY , testing conditions (15) and (16) is a linear
cost minimization problem over LMI constraints [4].

Conservatism of the conditions In contrast with section 3, the
obtain conditions are only conservative with respect to the finite
parametrisation of the decision variables. Actually, Theorem
4.1 gives necessary and sufficient conditions for the following
problem:

Given
• P (s, θ) defined in (1), where [ Cz(θ) Dzw(θ) Dzu(θ) ] is

a rational function of θ;

• (NX , {d}X ), (NY , {d}Y), (NV , {d}V) where V(θ) =[A(θ) B(θ)
C(θ) D(θ)

]
compute γg = min γ such that there exist

• symmetric matrices X (θ) ∈ ΦNX , {d}X , Y(θ) ∈ ΦNY , {d}Y ;
• matrice V(θ) ∈ ΦNV , {d}V

satisfying (5) and (6).

Since the conservatism only arises from the restriction of de-
cision variables to finite subset of functions, a set of rational
functions of sufficient dimension N allows to decrease the con-
servatism of Theorem 4.1. Moreover, the size of the LMIs
(15) and (16) grows linearly with N while the number of deci-
sion variables grows quadratically with it. Reducing the con-
servatism of Theorem 4.1 does not cause an explosion in the
dimension of the optimization problem.

4.3 Numerical example

Problem definition Let us consider the example pre-
sented in section 2.2. In contrast with the previous ap-
proach, rational interpolation allows to obtain a nearly
constant value of γθi for each θi. This is obtain un-
der the use of a third pair W1 and W2 for θi = 0.6:
W1(s) = 0.5 s + 1.73

s + 0.0017 , W2(s) = 500 s + 1
s + 1580 . The least

square approximation gives: CW1(θ) = 0.33 + 0.33 θ
1 − 0.67 θ

and

[CW2(θ) DW2(θ) ] = [−7170 1800] + θ
1 + 1.17 θ

[14670 −3680] .

With these weighting functions, by solving H∞ standard prob-
lem for given values θi ∈ [0, 1], the obtained value of γθi is
close to 1: between 1.02 for θ = 0.3 and 1.045 (lower bound
of γopt) for θ = 0.9, with a variation of 2.5%. P (s, θ) can be
obtained where the data matrix belongs to Φ2,{0.5,−0.78}. We
use the same set of functions for the decision variables.
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Figure 4: |S| and |KS|, K ∈ {K(s, θi), θi ∈ {0, 0.5, 1}}

Results analysis The computation of Theorem 4.1 solution
leads to γg = 1.12. The conservatism is low as the difference
between this upper bound and the lower bound is only 7%.
Let us focus on the obtained closed-loop transfert functions.
|S| = 1

|1+GK| and |KS| are represented figure 4 with K ∈
{K(s, θi), θi ∈ {0, 0.5, 1}}. In contrast with the controller ob-
tained section 3, the bandwidth of S is multiplied by 4 between
extreme values of θ, as with the pointwise controllers. Our ap-
proach is thus weakly conservative.

Bode diagrams of K(s, θi) with θi ∈ {0, 0.5, 1}} and the corre-
sponding pointwise controllers Kθi(s) are presented in figure
5. The transient responses obtained with these controllers are
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Figure 5: Bode diagrams of K(s, θi) and Kθi(s), θi ∈ {0, 0.5, 1}

presented figure 6. Note that, in both figures, thick curves re-
fer to Kθi(s) and thin curves to K(s, θ). Note that both sets of
curves are close.
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Figure 6: Output (left) and u (right) for θi ∈ {0, 0.5, 1}

Quadratic parameter independent Lyapunov approach Our
approach proposed in Theorem 4.1 is much more demand-
ing than an approach with a θ independent Lyapunov function
(X (θ) = X0 and Y(θ) = Y0). Thus, it is important to assess the
benefits (if any) of our approach with respect to a θ indepen-
dent Lyapunov function approach. Let us compute the solution
of Theorem 4.1 when the Lyapunov function is independent of
θ and V(θ) is still a rational function of θ, as before. The most
interesting is that, practically, the obtained K(s, θ) is indepen-
dent of θ (see figure 7).
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Figure 7: |S| and |KS|, K ∈ {K(s, θi) by step of 0.1 in θi}
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