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Keywords: Dynamic tests, Fault detection and isolation, Hypipe is suddenly increased. More sophisticated methods hav
draulic networks, Leak location, Parameter estimatioati$t been also proposed, using fluid dynamics theory and Fault De-

tical testing. tection and Isolation (FDI) techniques [6], based on stéte o
servers [1, 13, 10, 14] or on artificial neural networks aratju
Abstract logic [15], which are able to detect and locate incipienktea

However, these methods often require flow rate measurements
The paper deals with the problem of locating leaks in wathich are usually unavailable in practice, and suffer fraghh
distribution networks with many nodes and branches. The préensitivity to uncertainty. Moreover these approachesliysu
sure transients measured in a few selected nodes, in resmgonsgleal with the problem of leak detection in a single pipeline.

pressure Yj"".”a}'o.”s a;l)pllgdhto %ne nc(j)de, are analyzedtpy aIﬂethis work, the problem of locating existing leaks in a pipe
tection and Isolation algorithm, based on parametric @ton .4k s dealt with. Brunone’s ideas cannot be applied in

of faulty network models. The algorithm is tested by simulgp;g case, since the contributions to the pressure sigretalu

tion in a realistic case, giving promising results. small waves reflected by the leak cannot be spotted in the com-
plex transient pattern generated by a network. The apitat
1 Introduction of observer-based FDI techniques, such as the robust @rserv
) _approach of Ge and Fang [7], and the Fault Detection Filter
Water leakage is a costly problem, both because of wastinghially proposed by White [16] has also been investigated.
precious natural resource and in economic terms. The pyim@fowever, it has been found that these techniques do not scale
economic loss concerns the cost of raw water, its treatmmeht o/ to the high-order systems which result from the diszeet
transportation. Moreover leakage ineluctably causes demgon of even moderate-sized networks (requiring hundreds o
to the pipe network itself and to the foundations of roads agghte variables). The cited examples in the literature wl
buildings. These and other reasons have increased, intre He models comprising a few segments. A different method
years, the interest towards the study of efficient methods 1055 then been devised, based on parameter estimationeanoth
leak location in underground or otherwise not accessilpe pPijass of model-based FDI techniques as stated in [8], and on

ing. some heuristic assumptions; it is interesting to note thét o

Traditionally, this task is accomplished using simple aid dPressure measurements are required, thus making the method
rect methods based on stationary state calculations, ssictidfactive in urban contexts, where the installation of ftoe-

flow balance methods [2], on acoustic measurements [11]tgFS can be hard. Simulation tests on a realistic sub-untale s

on direct physical inspection. However, these methodssufflistribution network have been conducted, leading to psemi
from the drawbacks of being sensitive to uncertain pararsetend results.

and/or to require invasive measurements and possibly @xcayhe paper is organized as follows. In Section 2 the modelling
tion works. As an alternative, methods based on dynamis,tegfs \yater distribution networks is discussed. The proposed |
where the modifications to the wave propagation pattertsan focation methodology is presented in Section 3 and 4. Simula

pipe, due to the presence of leaks, are studied, appearke injpy results in a realistic case are shown in Section 5. Kinal
literature in the early 1980's. The typical application fbese he conclusions are given in Section 6.

methods is the location of one or more leaks in a single un-
derwater or underground pipeline, by analyzing pressude a .

possibly, flow rate transients at the pipe extremes. 5 Network modelling

Different approaches are adoptgd. For mstgnce, Brundhne l[_?fban water distribution network can be modelled as the con-
proposes a very simple dynamic test technique to locate gx

isting leaks i fall bi b vzing th ction of pipes, valves, and orifices (which can model eithe
|s_t|ng_ea sinan out all pipe, by analyzing the pressuse-r ser outlets or pipe leaks). When small-sized portions ofithe
sient in a suitable position when the head at one end of

&n network are considered, no components with lumped mass



storage are present, such as reservoirs or buffer tank®-thén input-output Linear Time Invariant (LTI) model of the ret
fore, pressure and flow dynamics are entirely due to wave-prapork dynamics can be derived from the previous one. As will
agation phenomena through the pipes. The simulator enghloye explained later, the basic assumption of the locatiomaoaket

to generate test data sets can thus describe the static andgithat the only active outlets are the leaks; this implies the
namic behavior of the following components: long pipessshaactual flows will be much smaller than the nominal ones, and
pipes, valves and outlets. the head losses, being proportional to the squared flowpwill

Pressure and flow dynamics in long pipes are described by {heg!lglble. This assumption has been verified by simulaoion

o : : redlistic scenarios. Moreover, at such low flow rates, tie fr
distributed mass and momentum conservation equations [ . . . -
: S idn term in (1) and (2) is no longer accurate, since the flgid i
neglecting the kinetic term

characterized by a very low Reynolds number.

‘9_H + i@ -0 The LTI model is built according to the following steps:
ot = Agox
% + Ag% + Krqlgl =0 1. the steady-state conditions around which the leak logati

experiment will be carried out is computed

where H is the head¢ the speed of soundd the pipe cross- . o _ _
sectional areay the gravitational acceleratiody ; a suitable 2. the short pipes are eliminated, since they do not cort&ribu
friction factor andy is the volumetric flow rate. Now, consider  significantly to head losses, nor to the dynamics

the pipe as composed &f segments of lengthx, and apply

the method of characteristics; under the mild assumptiah th 3. each long pipe is split int&V connected single-segment
the flow rate can be considered uniform along a single segment pipes, so that equations (1) and (2) involve only terms at
for the purpose of computing the friction head loss term, the stepsk andk — 1; the friction terms are neglected, thus

following difference equations are obtained [4] making the equations linear
Hp(k) = Ha(k — N) — Z(q5(k) — qa(k — N))+ 4. open valves are eliminated from the network, consider-
— NEAzqa(k — N)lga(k — N)| (1) ing the associated head loss negligible, and their terminal

nodes are collapsed; closed valves are eliminated and a
null flow boundary condition is imposed to the connected
pipes. The reason for doing this is that valves in distribu-
—qp(k — N))+ . . .

tion networks are not used with regulation purposes, but
+ NKjAzqp(k — N)lgp(k = N)| (2) only for network segmentation, i.e. any valve can be as-
sumed either fully open or fully closed

HA(k) :HB(ka) +Z(qA(k)

where theA and B subscripts refer to the head and tail of
fche PIPE, respectwgly and = c/Ag is the characterlstm_ 5. outlet equations are linearized around the operatingtpoi
impedance of the pipe. Each step corresponds to a real time .

found in stepl.
delayAt = cAzx.

The other components are .descnbed by 5|mplg algebraic C®Rreover, the segment number rounding approximation intro
tions. In part|c_ular, short pipes, whose length is such thet duced above can be quite crude when obtaining LTI models for
wave propagation delay can be neglected, can be modelled &Stimation purpose, whose order must be kept limited by se-
lecting a sufficiently large segment lengtti:. To overcome
this problem, following concept borrowed from [5], fractil
Slelays can be introduced in the single-segment pipe model

Hp = Ha — KyLqlq|

whereL is the pipe length. Valves can be modelled by equati
of the type
Hp(k) = (14+a)Ha(k — 1) — aHa(k)+

1=KoVpg(Ha—Hp)  Ha>Hp = Z(an(k) ~ (1 + @)aa(k — 1) — aga(k))

where the constart’,, can be obtained from standard formulae,
such as those found in [9]. Outlets and leaks can be described
by the following equation Ha(k) = (1+a)Hp(k—1) — aHp(k)+

q=KiA\29(Hs — 24) + Z(qa(k) = 1+ a)gp(k — 1) — agqp(k))

whereK; is a discharge coefficient (usually around), 4; is
the cross-sectional area of the leak ands the node elevation.

wherea is equal tol — 4. Note that this approximation is
good only within a limited frequency range, i.e. for freques
up to around).1/At Hz, and can be thus applied to pipe mod-
Finally, the network equations are obtained by assemblieg tels provided that a suitable low-pass filtering of inputfmut
branch equations with a balance of flows at each node. data is applied.



3 Leak location problem formulation leakages located in nodes belonging to subBetsdI1*, re-

) ) spectively, andy, px, p;, are the variations, from their nominal
In the scenario of model-based FDI methods two main clasmes of pressures at each node.

can be identified [8]: the techniques that rely on the conoépt

analytical redundancy and the class of methods that reties g€ two subsets of flows, andwj, are related to leaks as
parametric estimation. In particular, parameter estionais a follows

natural approach to residual generation in case of parametr ) A

multiplicative faults and can take advantage of a wide knowl Wy, = K22 i (4)
edge based on system identification theory. wy, = K33 pj, 5)

The method here proposed, that can be classified as a paramgfiere K, = K,,(9) and K3 = Ks3(9) are diagonal ma-
estimation FDI techniques, can be applied to an isolated sihces, functions of the unknown vectd i.e. the vector of
network, with a single feed where the pressure variatioBs @foss-sectional areas of the leaks.

applied. The network is excited by applying PRBS (Pseu@mbining now the matricial equation of the network (3) with

Random Binary Signal) head variations, which can be geifre equations (4) and (5), and discarding the firsows, the
erated by connecting the feeding node with two pressurizgfliowing equality is derived

tanks via a three-way rapid solenoid valve. The portion ef th

network under consideration must be physically isolated, u Y0 pr+ V(g )pr =0
ing valves, or virtually isolated, by measuring the headbat
boundary nodes, from the whole distribution network. where
Three main assumptions are made: ?(q‘l, 9) = Gor (¢~ 1)+
-1
« the leaks, one or more, are the only relevant outlets in the — Gas(g™) <G33(q_1) - K33) Gsi(q™")

network, i.e. all the user outlets are closed (this is a real-
istic assumption if urban residential areas are considered

during late night time); Vg ", 0) = Gao(qg ) — Koot

 only time invariant leaks are considered, i.e. the case of 1 ( _1 )*1 _1
o . . — G : — K- :
incipient leaks is not taken into account; Gas(q™ )\ Gonla™) = Kas ) Gaala™)

* the actual flows, during the experiment, are much smallgj,iosly this equality holds only if the exact areas of ks
than the nominal ones and the head losses can thus beygnown, Therefore the leak location problem can be formu-
glected. lated as a nonlinear regression problem, i.e. as the problem

) ) . of finding the best estimate of the vectdthat minimizes the
The head transients are measured in one or more pipe ConAgfowing residual

tion joints, corresponding to manholes.
v | ~ oo —1 N
A pipe network can be represented as a graph in which each ex(0) =Yg, D)pe +Y(q~, V)pk (6)

node stands for a pipe segment boundary. Given a netweilgq hroplem may then be solved using the least squares ap-
graph, its set of nodeld can be divided into three subsets: thﬁroach and the best estimatenay be given as follows
subsetlI of the boundary nodes (of cardinalify), i.e. nodes

located at the boundaries of the network or subnetwork under 9 = arg min ||5k(19)||2 st.9>0 (7)
consideration, in which a pressure measurement is settithe s
setlIl (of cardinalityw) of the measurement nodes, i.e. all th

nodes in which a pressure measurement is set, not include . .
X o ing numerical problems related to the calculation of thagra
the previous subset, and the suldsét(of cardinality7*) of all . = 1 S . .
; fer functionsY (¢—*,¢) andY (¢, ¢), by simulating the LTI
other nodes without measurements. : o . )
models of particular partitions of the original network kv

Considering now this partition of the set of nodes, the liry ecific set of boundary conditions. In fact, consideringaeq

: ) . S S
earized equat|on§ of the network in the frequency domain Ct?% s (3) and (6), each residual can be interpreted as toe err
be expressed, using the balance of flows at each node, as.io):

lows in'the balance of flows of the correspondent node belonging to

1L
-1 -1 -1 ~ ~ )
g”(q,l) g”(qfl) 213(1171) Pef | Wr ) Assume now the measurement nodleare chosen so that the
GQl(q‘l) G”(q_l) G23(q—1) Pri = "k ®) network, deprived of these nodes, is partitioned jrdisjunc-
s1(¢7) Gaale) Gasla )] |k Wk tive subnetworksS;, Ss, ..., S.., i.e. 7=, S; = II, and the

whereG(¢q~!) is a matrix of transfer functions, signal vector§Ubsetl includes only one node, i.e. the input node for the

W, W, wi; are the variations, from their nominal values, of the INote that the estimation problem here considered is nonlinghe vector
water flows through the boundaries of the network and througtparameters.

3?}? residual vectoty () may be efficiently evaluated, avoid-




Figure 1: An example network

pressure perturbation. Consider, as an example, a netiigrk (
1) composed of four subnetworks(, .Sz, S3 and S,), parti-
tioned by three measurement nodeés, §> andss), and with

least squares problem (7) and of the same problem including
the constraintsid = 0, respectively. Assuming that the resid-
uals are i.i.d. gaussian variablest can be proved that [12],
whenHj is true, the quantity

~ (RSSy —RSS)/o6
N RSS/ [17 —(r— n)}

is distributed ags , 4. (the F-distribution withd andn —

T + k degrees of freedom), whergis the number of samples
of the signak () considered in the optimization problem (7),
7 is the rank of the jacobian matrix associated to the linedriz
optimization problem and is the number of active constraints
(9; = 0) associated to the solutiah Chosen then a level of
significances, a thresholdF,, can be calculated from the-
distribution and the hypothesis is rejectedift> F,.

The method just described can be effectively used to irgerpr
the leak estimate making up an iterative algorithm composed
of the following steps:

1. let® = IT|JII* the set of nodes in which a leak may be
located,;

a feeding nodesd). The residual correspondent, for example,
to nodes; can be calculated as the sum of flows coming from?2.
subnetworksS; andS,, i.e. from the subnetworks connected
to that node, minus the flow through the leak locatedin
Each of these flows is obtained simulating the LTI model of the
correspondent subnetwork, with the current value of théovec 4.
9, having the pressure measurements as inputs. For example,
the water flow coming from subnetwoi¥, can be evaluated
simulating the LTI model ofS; having, as inputs, the pres-
sure variationg, , p2, at nodess;, 5. Finally, the residuals
are obtained, exploiting the superposition principle hesftow
balances at each nodie

The practical implementation of this algorithm is based 0n6'
Matlab function Isgnonlin, that solves the nonlinear least
squares problem. Starting from an initial guess, e.g. oale le
of zero area for each node of the network, this function finds &.
minimum to the sum of squares of the residuals, subjected to
the positiveness constraint previously introduced. Meego
the vector of residuals is calculated, at each iterationukit-
ing the LTI subnetwork models, with the current value of the

leakage vector, as previously described. 8.

4 Interpretation of the estimate via hypothesis

solve the optimization problem (7);

3. find the subse®, C © of nodes that belong to an active

constraint and sed’ = 0 \ O,;

apply the hypothesis testing to all the subsets composed
of a single node drawn frof®’ and let®y, be the subset
of nodes that reject the hypothesis;

5. apply the hypothesis testing to all the subsets composed

of two adjacent nodes drawn fro@Y \ Oy, and letO,
be the subset of nodes that reject the hypothesis;

apply the hypothesis testing to all the subsets compdsed o
three adjacent nodes drawn fradi \ (©x, |JOx,) and
let © y, be the subset of nodes that reject the hypothesis;

let® = O, JOn, JOn,, where the union must be
done in such a way that all the subsets that have not a void
intersection are merged together, be the new set of nodes
in which a leak may be located;

if ©' £ © set® = ©’ and restart from step 2.

5 A simulation case study

testing

Let ¥ be a solution of the optimization problem (7) afj :
AY = 0 the hypothesis under téstwhere A is a known
d x (& + =) matrix of rankd. The aim of this test is to
verify the trustfulness of the hypothesis that a leakag®-s
cated among the subsets of hodes defined by the métribet

A real network, installed in the waste water treatment ptdnt
Cremona (ltaly), is here considered. The network spans ap-
proximately45.000 m?, with a radius 0f300 m and is char-
acterized by both meshed and linear sections, built wital ste
pipes having diameters betwe2h and80 mm. A sketch of

khe network structure is shown in Fig. 2. The excitation algn

is a PRBS signall0s long, filtered by a first order low-pass

RSS and RS Sy be the sum of squares of the residuals of the, ster function emulating the finite valve travel time. oTw

2Note that the results here presented for the hypothesisdgsbblem hold
only in the case of linear regression. Thus, as the estimptimsiem here con-
sidered is nonlinear, all the consideration that followsslzaised on a linearized
estimation problem around the current solutibn

leaks of10 mm? cross-sectional area (Fig. 2) are simulated.

3In fact, as the whiteness hypothesis does not rigorously, lolechnique
to whiten the residuals, before doing the hypothesis tgstincurrently under
study.
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Figure 2: Sketch of the network

The feeding node and the measurement nodes have been cho- ] N
sen heuristically as follows (Fig. 2): Figure 3: Subnetwork partitiong

* nodel as the feeding node, since it seems to be almooﬁt

equally far from all the terminal nodes of the network; the LTI models used for estimation % ms, which is a

reasonable compromise between accuracy and computational

« nodes4, 5, 7,13 as the measurement nodes, since this girden. It has been found that the performance of the latatio
one of the possible choices to split the network in disjunélgorithm is severely impaired by the wave propagatione€lo
tive subnetworks. ity mismatch, while being tolerant towards the other kinéls o

uncertainty. Therefore, the wave propagation velocitytiesen

Making this choice the network is subdivided into seven sulficluded among the parameters to be estimateq. Also, it. has
networks (Fig. 3) balancing a trade-off between the minamizP€en found that high-pass filtering the data which is fed into

tion of the number of sensors used and the aim of having I6(A# l€ast squares algorithm improves the results.
order LTI subnetwork models. The algorithm presented appears promising: as can be seen

Itis very important to test the robustness of the estimaign- Tom Fig. 4 (at the top of each bar the estimated leak cross-

rithm with respect to various kinds of uncertainty. In pautar Sectional area and thee value found in the correspondent hy-
the following items have been considered: pothesis test, normalized with the threshold value usedand

pressed in logarithmic scale, are shown) the two leaks are co

« variations of the wave propagation velocity from its nom-
inal value, along a pipe or among different zones of the
network;

 presence of unmodelled pipe cross section variations, due

. .. . . 8.66 mm?, 0.534
to pipe fittings or incrustations;

¢ measurement noise; !

« presence of lumped (i.e. open valves) and distributed (i.e os
pipes) head losses. 04

150

To this aim, the pressure data has been generated with the non °
linear simulator with a sampling time a@fms, including mea-
surement noise, unmodelled pipe cross-section varigtaon
friction effects according to Colebrook-White equatiorispa 50 50

the actual wave propagation velocity has been set to a value

which is2% greater than the nominal one. The sampling time Figure 4: Leak location on a real network



rectly found and no sham leak appears. In particular, thed&] G. Ferretti, C. Maffezzoni, and R. Scattolini. Recugsiv
leaks are located in the nodes nearest to the real leakqrositi  estimation of time delay in sampled systerAgtomatica,
(indicated with an arrow in Fig. 4), as the LTI estimation rabd 27(4):653-661, 1991.

considered is spatially discretized in a finite number of-seg ) o ) )
ments. To obtain this result two iterations are requirederaf (0] P-M. Frank. Fault diagnosis in dynamic systems using an-

the first one only3 of the 44 initial elements of vecto# do not alytical and knowledge-based redl-mdancy - asurvey and
belong to active constraints, i.e. the correspondent lragra some new resultshutomatica, 26(3):459-474, 1990.

multipliers are equal to zero. Since the second optiminatio 7] W. Ge and G.Z. Fang. Detection of faulty components
problem gives the same result the algorithm is stopped and an' ;5 ropyst observatiorinternational Journal of Control,

hypothesis testing with a level of significance of f13% is per- 47:581-599 1988.
formed: only two single nodes, correspondent to the reéiklea ’
reject the hypothesis. [8] J.J. Gertler.Fault detection and diagnosisin engineering

systems. Marcel Dekker, Inc., 1998.

6 Conclusions [9] ISA. Flow equations for sizing control valves. Standard

A methodology for leak location in water pipeline networks, ANSI/ISA-575.01. 1986.

based on dynamic tests and parametric estimation, has bggj) z. Kowalczuk and K. Gunawickrama. Leak detection and
discussed in this paper. The method proposed has beendlevise iso|ation for transmission pipelines via nonlinear state e

to overcome some of the limitations affecting the approache  timation. 4th IFAC SAFEPROCESS, 2:943-948, 2000.
based on dynamic tests, that have been developed in the liter

ature, that is the ability of locating more than one leakage, [11] J.R. De Read. Comparison between ultrasonic and
only in a single pipe but also in a complex meshed network, magnetic flux pigs for pipeline inspectionPipes and
with a method that can be scaled up to significant sized net- Pipelines International, pages 7-15, January-February
works. 1987.

A test on a network case study, based on simulation, has b§e?j G.A.F. SeberLinear regression analysis. John Wiley and
presented. A particular effort has been devoted to check the Sons, USA, 1977.

robustness of the method against all the typical unceiaint ) )

that must be taken into account in the framework of a real wik3] D-N. Shields, S.A. Ashton, and S. Daley. Desing of

ter pipeline network. Moreover an experimental validatias nonlinear observers for detecting faults in hydraulic sub-

already been planned as a future work that will be done on the S€@ pipelinesControl Engineering Practice, 9:297-311,

network shown in Section 5. 2001.

Finally, a Matlab package to perform modelling, simulation[14] C. Verde. Multi-leak detection and isolation in fluid

analysis and leak location, has been developed. pipelines. Control Engineering Practice, 9:673-682,
2001.
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