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Abstract

In this paper, the robust stabilization problem for a class
of nonlinear uncertain systems is studied using sliding
mode techniques. Matched and mismatched uncertain-
ties are both considered. By employing the sliding surface
proposed by Zak and Hui [7], the stability of the sliding
mode is shown first. Then, an asymptotic observer is es-
tablished to estimate the system state variables based on a
constrained Lyapunov equation, and a variable structure
controller is proposed to stabilize the system by exploit-
ing the estimated state and system output. The two ma-
jor limitations of [7] are eliminated. Finally a numerical
example is presented to show the approach in detail.

1 Introduction

Sliding mode ideas have been successfully applied to the
control of uncertain dynamical systems [2]. A great deal
of the work focuses on matched uncertainty and requires
that all state variables are accessible. However, in many
practical systems, state variables are not always accessi-
ble. This motivates the need for output feedback con-
trol or observer based schemes which estimate the system
states. It is worth noting that the separation principle is
no longer true for nonlinear systems. This means that dif-
ferent results may be obtained if a controller is designed
for a system using estimated states and true states re-
spectively. Therefore, the study of observer-based control
is necessary for nonlinear systems.

There has been significant work which focuses on output
feedback control. In the approach proposed by Zak and
Hui [7] geometric conditions were presented for the exis-
tence of a sliding mode and an associated design algorithm
was also derived. However, as pointed out by Kwan [4] and
Shyu et al [5], there are two major assumptions which re-
strict the application of the corresponding results. In or-
der to overcome these shortcomings in [4], a class of SISO
system is studied using a specific 1st order dynamic feed-
back controller. In this work, it is assumed that the uncer-

tainties are matched: the same as the requirement of the
work of Zak and Hui in [7]. Shyu et al [5] have proposed a
dynamical output feedback approach which is applicable
to MIMO systems with mismatched uncertainty based on
the work of Kwan [4]. Unfortunately, in all the results
above, it is required that the uncertainty is bounded by a
function of the output or a first-order polynomial of the
norm of the state variables.

In this paper, a class of nonlinear systems is considered in-
volving both matched and mismatched uncertainties. By
employing the sliding surface prescribed by Zak and Hui
[7], the stability of the sliding mode is shown first. Then,
an asymptotic observer is established to estimate the state
variables based on a constrained Lyapunov equation. The
observation error is shown to converge to zero exponen-
tially. Further, a variable structure control is proposed
using the estimated state and system output. The two
major limitations in [7] are both eliminated, and the ap-
proach can be applied to a wider class of systems. In this
paper, the known nonlinearity and the nonlinear distur-
bances are dealt with separately. This is in contrast with
other work in which all nonlinearities are considered as
disturbances. In addition, the uncertainty bounds con-
sidered here are the products of functions of the outputs
and functions of the state variables, which not only have
more general forms but also make it possible to use the
function of the output completely in the observer and con-
troller design. Therefore, conservatism is reduced and the
robustness is enhanced.

2 System description and preliminaries

Consider the system

ẋ = Ax + B[u + ∆g(x, t)] + ∆f(x, t) + Φ(x) (1)
y = Cx (2)

where x ∈ Rn, u ∈ Rm, y ∈ Rp (p ≥ m) are system state
variables, inputs and outputs respectively; A, B, C are
constant matrices of appropriate dimensions with B and
C both being of full rank; ∆g(x, t) and ∆f(x, t) are the
matched and the mismatched uncertainties respectively
and the known nonlinear vector Φ(x) is sufficiently smooth
with Φ(0) = 0. Since Φ(x) is smooth, and Φ(0) = 0, there



exists a matrix H(x) ∈ Rn×n such that Φ(x) = H(x)x.

Assumption 1. The pair (A, B) is controllable, the pair
(A, C) observable, and the nonlinear function Φ(x) is Lip-
schitz in its defined domain.

Assumption 1 is a limitation on the nominal system from
(1)–(2). In view of the observability of (A, C), there ex-
ists a constant gain L such that A−LC is Hurwitz stable.
Therefore, for any positive definite Q ∈ Rn×n, there ex-
ists a positive definite P ∈ Rn×n satisfying the following
Lyapunov equation

(A − LC)τP + P (A − LC) = −Q. (3)

Assumption 2. There exist known continuous func-
tions ξ1, ξ2, γ1 and γ2 such that the matched uncertainty
∆g(x, t) satisfies

‖∆g(x, t)‖ ≤ ξ1(y, t)ξ2(x, t), (4)

and the mismatched uncertainty ∆f(x, t) is described by

∆f(x, t) = E∆η(x, t) (5)

with ‖∆η(x, t)‖ ≤ γ1(‖y‖)γ2(x, t), where γ1 is differen-
tiable at origin with γ1(0) = 0, ξ2 and γ2 are both Lip-
schitz about x uniformly for t ∈ R+, and E is a constant
matrix.

From γ1(0) = 0, and the differentiability of γ1(·) at the
origin, there exists a continuous function ζ(·) satisfying

γ1(τ) = ζ(τ)τ. (6)

In Zak and Hui [7], the sliding surface is defined by

δ(x) = Sx = 0 (7)

and the matrix S ∈ Rm×n is assumed to have the following
decomposition

S = FC. (8)

The algorithm to choose F and S has been given by Zak
and Hui in [7], where it is claimed that the desired, dis-
tinct, real negative eigenvalues {λ1, λ2, . . . , λn−m} can be
assigned freely. However, only matched uncertainty is con-
sidered in [7] and the approach has the following two lim-
iting assumptions as pointed out in [4, 5].

• The matched uncertainty is bounded by a function of
the output y.

• There exists a matrix M such that FCA = MC or
SA = MC.

It is shown in [4] that the former condition is restrictive,
and in [7] that the latter limitation is strong. In most
cases it is impossible to achieve FCA = MC for some
M even for the SISO case. This limits the application
of the approach greatly. Although the results given by

Kwan [4] and Shyu et al [5] avoid these two limitations,
it is required that the uncertain bounds have the form
k1‖x‖ + k2, and further limitations are necessary for the
sliding mode dynamics.

Assumption 3. For a given set of negative real values
{λ1, λ2, . . . , λn−m}, there exist full rank matrices W ∈
Rn×(n−m), and W g ∈ R(n−m)×n such that W gW =
In−m, W gB = 0 and W gAW = diag{λ1, λ2, . . . , λn−m}.
Then, according to Zak and Hui [7] there exists a matrix
S ∈ Rm×n such that the sliding motion associated with
(7) is governed by {λ1, λ2, . . . , λn−m}.
Assumption 4. The matrix S in (7) has the decomposi-
tion (8).

Remark 1. Assumption 3 is mainly used to guarantee
the existence of the sliding surface Sx = 0. Under As-
sumption 3, Zak and Hui [7] show that SW = 0, SB
is nonsingular, and the nominal linear system is asymp-
totically stable when restricted to the sliding surface (7).
Assumption 4 guarantees that the state switching surface
can be replaced by an output switching surface. �

3 Stability analysis of sliding mode

Consider system (1)-(2). By Assumption 4, the sliding
surface (7) can be expressed as Fy = 0. Then, under
Assumption 3, it is observed from [7] that the matrix
[ W B ] is invertible, and

[W B ]−1 =
[

W g

Bg

]

where W g and Bg denote the generalized inverse of W
and B respectively. Now, introduce the coordinate trans-
formation z = Tx with T defined by

T =
[

W g

Bg

]
. (9)

In the new coordinates z, system (1)-(2) is described by

ż1 = Dz1 + W gABz2

+W g
[
∆f(T−1z, t) + Φ(T−1z)

]
, (10)

ż2 = BgAWz1 + BgABz2 + u + ∆g(T−1z, t)
+Bg

[
∆f(T−1z, t) + Φ(T−1z)

]
, (11)

y = CT−1z, (12)

where z1 ∈ Rn−m, z2 ∈ Rm, z = col(z1, z2) and the
matrix D ≡: diag{λ1, λ2, · · · , λn−m}. It should be noted
that Assumption 3 and BgB = Im are used in the above.

Consider the sliding surface (7). In the new coordinate
system z:

SWz1 + SBz2 = 0.

Then, from Remark 1, the sliding surface is given by

z2 = 0



due to SW = 0 and the nonsingularity of SB. Therefore,
the sliding mode may be prescribed by

ż1 = Dz1 + W g
[
∆f(Wz1, t) + Φ(Wz1)

]
(13)

Theorem 1 Consider system (1)–(2). For a given set of
negative numbers {λ1, λ2, · · · , λn−m}, under Assumptions
1-4, the sliding mode (13) of system (1)–(2) is asymptot-
ically stable if there exists a neighborhood Ω of the origin
such that in Ω \ {0}

‖W g‖
(
‖E‖ ‖CW‖ζ(‖CWz1‖)γ2(Wz1, t)

+ ‖H(Wz1)W‖
)

< µ (14)

where µ ≡: min{|λ1|, |λ2|, · · · , |λn−m|}, W and W g are
determined by Assumption 3, and ζ and γ2 are defined by
(6) and Assumption 2 respectively.

Proof: For the sliding mode (13), consider the Lyapunov
function candidate V = zτ

1 z1. Then, the time derivative
of V along the trajectories of the dynamic system (13) is
given by

V̇ |(13) = 2zτ
1Dz1 + 2zτ

1W g [∆f(Wz1, t) + Φ(Wz1)]

≤ −2µ‖z1‖2 + 2‖z1‖ ‖W g‖
[
‖E‖γ1 (‖CWz1‖)

·γ2(Wz1, t) + ‖H(Wz1)Wz1‖
]

≤ −2µ‖z1‖2 + 2‖W g‖
[
ζ (‖CWz1‖) γ2(Wz1, t)

·‖E‖ ‖CW‖ + ‖H(Wz1)W‖
]
‖z1‖2

= −2
[
µ − ‖W g‖

(
‖CW‖ ‖E‖ζ (‖CWz1‖)

·γ2(Wz1, t) + ‖H(Wz1)W‖
)]

‖z1‖2.

Combining with condition (14), V̇ |(13) is negative definite.
Hence, the conclusion follows. #

Remark 2. From (13), the matched uncertainty does
not affect the stability of the sliding mode. However, the
mismatched uncertainty affects the dynamics of the sliding
mode and is closely connected with stability. It is therefore
necessary to impose some constraints on the mismatched
part. The limitation (14) on the bound of the mismatched
component is used to guarantee the stability of the sliding
mode. �

Remark 3. In most cases, Theorem 1 is local due to
(14). However, from the proof above, it is observed that
the result is global if condition (14) is satisfied globally.
Further, the conclusion in Theorem 1 may be global if the
bounds of all mismatched nonlinearities degenerate to the
case of the previous work (see e.g. [4, 5]). �

4 Variable structure controller design

In this section, an asymptotic observer is developed to
estimate the state variables of system (1)–(2). Based on

this estimate and the system output, a variable structure
control is developed.

4.1 Asymptotic observer design

Assumption 5. There exist constant matrices Γ and Υ
with appropriate dimension such that the solution of the
Lyapunov equation (3) satisfies the following constraints

i). BτP = ΓC; ii) EτP = ΥC,

where E is defined as in (5).

Remark 4. It should be noted that if there exists a ma-
trix L such that (A − LC, B, C) is passive, then Assump-
tion 5 i) is satisfied with Γ = I. Similarly, if (A−LC, E, C)
is passive, then, Assumption 5 ii) is also satisfied. Simi-
lar conditions are adopted by many other authors such as
Cheng [1] and Yan et al. [6]. �

Construct the following dynamical system associated with
the system (1)–(2):

˙̂x = Ax̂ + L(y − Cx̂) + B
[
u + Π1(x̂, y, t)(y − Cx̂)

]
+Π2(x̂, y, t)(y − Cx̂) + Φ(x̂) (15)

where L is determined by (3), and Π1 and Π2 are given
by

Π1(x̂, y, t) ≡:
{ Γ

‖Γ(y−Cx̂)‖ξ1(y, t)ξ2(x̂, t), Γ(y − Cx̂) �= 0
0, Γ(y − Cx̂) = 0

(16)

Π2(x̂, y, t) ≡:
{ EΥ

‖Υ(y−Cx̂)‖γ1(‖y‖)γ2(x̂, t), Υ(y − Cx̂) �= 0
0, Υ(y − Cx̂) = 0

(17)
The following conclusion can be drawn:

Theorem 2 Under Assumptions 1, 2 and 5, the dynami-
cal system (15) is an asymptotic observer for system (1)–
(2), that is lim

t→∞‖x(t) − x̂(t)‖ = 0, if

ξ1(y, t)Lξ2‖ΓC‖ + γ1(‖y‖)Lγ2‖ΥC‖ + LΦ‖P‖ <
1
2
λ(Q)

(18)
where L denotes the corresponding function’s Lipschitz
constant. Further, there exists a nonnegative constant α1

and a positive constant α2 such that

‖x − x̂‖ ≤ α1 exp{−α2t} (19)

if

λ(Q) − 2 sup
y,t

{Lξ2ξ1(y, t)‖ΓC‖ + Lγ2γ1(‖y‖)‖ΥC‖

+ LΦ‖P‖} > 0. (20)

Proof: Let e = x − x̂. It is observed from (1) and (15)
that the state error dynamical equation is described by

ė = (A − LC)e + B [−Π1(x̂, y, t)Ce + ∆g(x, t)]
−Π2(x̂, y, t)Ce + ∆f(x, t) + Φ(x) − Φ(x̂). (21)



For system (21), consider a Lyapunov function candidate
as V = eτPe. Then, the time derivative of V along the
trajectories of system (21) is given as

V̇ = −eτQe + 2eτPB
[ − Π1(x̂, y, t)Ce + ∆g(x, t)

]
+2eτP

( − Π2(x̂, y, t)Ce + ∆f(x, t)
)

+2eτP
(
Φ(x) − Φ(x̂)

)
. (22)

From Assumption 2, Assumption 5, and (16), it follows
that

i). If Γ(y − Cx̂) = 0, then, it is easy to see that

eτPB
[
− Π1(x̂, y, t)Ce + ∆g(x, t)

]
= (ΓCe)τ

[
− Π1(x̂, y, t)Ce + ∆g(x, t)

]
= 0

ii). If Γ(y − Cx̂) �= 0, then,

eτPB
[ − Π1(x̂, y, t)Ce + ∆g(x, t)

]
≤ −‖ΓCe‖ξ1(y, t)ξ2(x̂, t) + ‖ΓCe‖ξ1(y, t)ξ2(x, t)

= ‖ΓCe‖
(
ξ2(x, t) − ξ2(x̂, t)

)
ξ1(y, t)

≤ Lξ2ξ1(y, t)‖ΓC‖ ‖e‖2.

Therefore,

eτPB
[−Π1(x̂, y, t)Ce + ∆g(x, t)

] ≤ Lξ2ξ1(y, t)‖ΓC‖ ‖e‖2

(23)
Then, by the same reasoning as above, it is observed from
(5), (17) and Assumption 5 that

eτP
( − Π2(x̂, y, t)Ce + ∆f(x, t)

) ≤ γ1(‖y‖)Lγ2‖ΥC‖ ‖e‖2

(24)
From Assumption 1, Φ(x) is Lipschitz, and thus

eτP
(
Φ(x) − Φ(x̂)

) ≤ LΦ‖P‖ ‖e‖2. (25)

Now, substituting (23)–(25) into (22), it follows that

V̇ ≤ −eτQe + 2
[
Lξ2ξ1(y, t)‖ΓC‖ + Lγ2γ1(‖y‖)‖ΥC‖

+LΦ‖P‖
]
‖e‖2

≤ −2
(1

2
λ(Q) − Lξ2ξ1(y, t)‖ΓC‖

−Lγ2γ1(‖y‖)‖ΥC‖ − LΦ‖P‖
)
‖e‖2. (26)

Using (18), the RHS of (26) is negative and hence the error
dynamics (21) are asymptotically stable, and thus (15) is
an asymptotic observer of system (1)–(2).

Define

κ = λ(Q) − 2 sup
y,t

{Lξ2ξ1(y, t)‖ΓC‖
+Lγ2γ1(‖y‖)‖ΥC‖ + LΦ‖P‖}.

If κ > 0, then it follows from (26) that

V̇ ≤ −κ‖e‖2 ≤ − κ

λ(P )
eτPe = − κ

λ(P )
V

Consequently, V (t) ≤ V (0) +
∫ t

0 − κ

λ(P )
V (t)dt. Therefore,

from the Gronwall-Bellman Inequality (See [3] PP. 68-69)

‖V ‖ ≤ V (0) exp
{
− κ

λ(P )
t

}

Combined with the fact ‖e‖ ≤
√

‖V ‖
λ(P ) , it follows that

‖e‖ ≤
√

V (0)
λ(P )

exp{− κ

2λ(P )
}

Hence, the conclusion follows by choosing α1 =
√

V (0)
λ(P )

and α2 = κ

2λ(P )
. #

It should be noted that the observer (15) may be written
as

˙̂x = Ax̂ + Θ(x̂, y, t)(y − Cx̂) + Bu + Φ(x̂),

where Θ(x̂, y, t) ≡: L + BΠ1(x̂, y, t) + Π2(x̂, y, t) is called
the observer gain. The time-varying parts Π1 and Π2 are
introduced here mainly to reject the effect of uncertainties
∆g(x, t) and ∆f(x, t) respectively. Theorem 2 shows that
under some conditions, the observer error converges to
zero exponentially.

4.2 Variable structure control design

A control must be designed so that the system is driven to
the sliding surface and forced to remain there. Consider
the following output feedback variable structure controller

u = − (SB)−1
[ Fy

‖Fy‖k(y, t) + S(Ax̂ + Φ(x̂)) +
Fy

‖Fy‖(
‖SB‖ξ1(y, t)ξ2(x̂, t) + ‖SE‖γ1(‖y‖)γ2(x̂, t)

)]
(27)

where x̂ is given by (15), and the control gain k(y, t) is to
be developed to satisfy the reachability condition

στ (x)σ̇(x) < −β‖σ(x)‖ (28)

with β a positive constant. Then:

Theorem 3 Suppose that (20) is satisfied. Under As-
sumptions 1-5, system (1)–(2), driven by control (27),
converges to the sliding surface (7) and remains on it if
the control gain k(y, t) is chosen such that

k(y, t) > α1 exp {−α2t}
[‖SA‖ + ‖S‖LΦ + ξ1(y, t)Lξ2

·‖SB‖ + γ1(‖y‖)Lγ2‖SE‖] + β (29)

where β is chosen as a positive constant, α1 and α2 are
given as in Theorem 2, S satisfies (8), and ξ1, ξ2, γ1 and
γ2 are defined by Assumption 2.



Proof: From (1)–(2) and (7), it is observed that the slid-
ing dynamics can be written as

σ̇(x) = S
(
Ax+B[u+∆g(x, t)]+∆f(x, t)+Φ(x)

)
. (30)

Then, by (27) and (30), it follows that

στ (x)σ̇(x)

= −(Sx)τ Fy

‖Fy‖k(y, t) +
[
(Sx)τSB∆g(x, t)

−(Sx)τ Fy

‖Fy‖‖SB‖ξ1(y, t)ξ2(x̂, t)
]
+

[
(Sx)τS∆f(x, t) − (Sx)τ Fy

‖Fy‖‖SE‖γ1(‖y‖)

· γ2(x̂, t)
]
+

[
(Sx)τ SAx − (Sx)τ SAx̂

]
+

[
(Sx)τSΦ(x) − (Sx)τSΦ(x̂)

]
. (31)

By Assumption 2, S = FC and (19), it follows that

(Sx)τSB∆g(x, t) − (Sx)τ Fy

‖Fy‖‖SB‖ξ1(y, t)ξ2(x̂, t)

≤ ‖Fy‖ ‖SB‖ξ1(y, t)ξ2(x, t)

−(Fy)τ Fy

‖Fy‖‖SB‖ξ1(y, t)ξ2(x̂, t)

= ‖Fy‖ ‖SB‖ξ1(y, t) (ξ2(x, t) − ξ2(x̂, t))
≤ α1‖Fy‖ ‖SB‖ξ1(y, t)Lξ2 exp{−α2t}, (32)

and

(Sx)τS∆f(x, t) − (Sx)τ Fy

‖Fy‖‖SE‖γ1(‖y‖)γ2(x̂, t)

= (Fy)τSE∆η(x, t) −
(Fy)τ Fy

‖Fy‖‖SE‖γ1(‖y‖)γ2(x̂, t)

≤ ‖Fy‖ ‖SE‖γ1(‖y‖)γ2(x, t)
−‖Fy‖ ‖SE‖γ1(‖y‖)γ2(x̂, t)

≤ α1‖Fy‖ ‖SE‖γ1(‖y‖)Lγ2 exp{−α2t}. (33)

By similar reasoning, it follows that

(Sx)τSAx − (Sx)τSAx̂

= (Fy)τSA(x − x̂)
≤ α1‖Fy‖ ‖SA‖ exp{−α2t}. (34)

and

(Sx)τ SΦ(x) − (Sx)τSΦ(x̂)
≤ α1‖Fy‖ ‖S‖LΦ exp{−α2t}. (35)

Substituting (32)–(35) into (31), it is obtained that

στ (x)σ̇(x)

≤ −‖Fy‖
{
k(y, t) − α1 exp {−α2t}

[‖SA‖ + ‖S‖LΦ

+ξ1(y, t)Lξ2‖SB‖ + γ1(‖y‖)Lγ2‖SE‖]}. (36)

Then, it is observed by (29) that

στ (x)σ̇(x) < −β‖σ(x)‖
if σ(x) �= 0. Hence the result follows. #

Remark 5. From (27), the bounds of the matched and
mismatched uncertainties are both used in the analy-
sis and design. The uncertain nonlinearity ∆f(x, t) and
the known nonlinearity Φ(x) are dealt with separately
throughout the paper. Therefore, conservatism is reduced
as seen from the proof of Theorems 2 and 3. The sys-
tem considered in this paper includes the ones discussed
in previous work [7, 4, 5] as special cases. �

5 Simulation Example

Consider the nonlinear uncertain system

ẋ =


−2 0 1

0 −3 0
0 −1 0


 x +


 0

0
1


(

u + ∆g(x, t)
)

+∆f(x, t) +
1
8


 x2

(x3)2

sin x1


 , (37)

y =
[

1 1 0
0 0 1

]
x, (38)

where x = col(x1, x2, x3), y = col(y1, y2) and u ∈ R are
the state variable, output and input respectively. The
matched uncertainty

|∆g(x, t)| ≤ 1
6
‖x‖(sin y1)2 exp{−t}

and the unmatched uncertainty

∆f(x, t) ≡:
1
10


 2(∆η1 + ∆η2)

3(∆η1 + ∆η2)
0




where ∆η = col(∆η1, ∆η2), and ‖∆η‖ ≤ 1
4
‖y‖‖x‖ cos2 t.

Let

L =


 0 1

0 0
−1 2


 , H(x) =

1
8


 0 1 0

0 0 x3

φ(x1) 0 0


 ,

where φ(x1) ≡:
{

sin x1
x1

, x1 �= 0
1, x1 = 0

.

It is easy to check that A − LC is Hurwitz stable. For

Q =


 11 −0.5 −1
−0.5 12 2.5
−1 2.5 12


 ,

the unique solution of Lyapunov equation (3) is

P =


 3 0 0.5

0 2 0.5
0.5 0.5 3


 .



Choose the sliding motion poles as {−2,−3}, and let

W =


 1 0

0 1
0 0


 , W g =

[
1 0 0
0 1 0

]
, Bg =


 0

0
1


 .

It is easy to verify that Assumption 3 is satisfied, and the
sliding surface matrix S can be chosen as S = [ 0 0 1 ]
which implies F = [ 0 1 ] . Now, let ξ1(y, t) = 1

6 sin2 y1,
ξ2(x, t) = ‖x‖ exp{−t}, γ1(τ) = 1

4τ, γ2(x, t) = ‖x‖ cos2 t.
Then, ζ(τ) = 1

4 . By direct computation, Assumptions 1-4
are all satisfied, and (14) is satisfied globally. By Theorem
1 and Remark 4, the sliding mode is asymptotically stable
globally. Further, let

Γ = [ 0.5 3 ] , E =


 0.2 0 0.2

0.3 0 0.3
0 0 0


 , Υ =


 0.6 0.25

0.05 0.3
0.7 0.85




It is observed that Assumption 5 is satisfied. Computing
directly, it follows that in the domain

Ω′ = {(x1, x2, x3) | |x1 + x2| < 10.5, |x3| ≤ 1
2}∪{(x1, x2, x3) | |x1 + x2| < 3.5, 1

2 < |x3| < 2.65},
condition (20) is satisfied, and thus the observer for system
(37)–(38) is

˙̂x =


−2 0 1

0 −3 0
0 −1 0


 x̂ +


 0

−y2 + x̂3

y1 + 2y2 − x̂1 − x̂2 − 2x̂3




+


 0

0
1


(

u + Π1(x̂, y, t)
[

y1 − x̂1 − x̂2

y2 − x̂3

])

+Π2(x̂, y, t)
[

y1 − x̂1 − x̂2

y2 − x̂3

]
+

1
8


 x̂2

(x̂3)2

sin x̂1


 (39)

where x̂ = col(x̂1, x̂2, x̂3) and Π1 and Π2 are directly ob-
tained from (16) and (17) respectively.

Now, construct the control as

u = −
[

y2

|y2|k(y, t) − x̂2 +
1
8

sin x̂1 +
y2

|y2|
(1

6
‖x̂‖(sin y1)2

· exp{−t} + 0.0559‖y‖ ‖x̂‖ cos2 t
)]

, (40)

where x̂ is given by (39), and k(y, t) is chosen as

k(y, t) = V (0) exp{−0.2098t}
[
1.6625 +

1
6
(sin y1)2

+0.0559‖y‖
]
+ β. (41)

Then, for the initial states x(0) = (−3.6, 2.5, 1.0) and
x̂(0) = (−3.2, 1.4, 0.8) and β = 0.5, the evolution of the
system (37)–(38) is presented in Fig 1. The simulation
shows that convergence is attained as proved in the theo-
rems above.

6 Conclusion

Sliding mode control for a class of nonlinear systems is
considered. An asymptotic observer is proposed with ex-
ponential observation error convergence based on the solu-
tion to a constrained Lyapunov equation. Using the esti-
mated state and system output, a dynamic variable struc-
ture control is developed. The results are less conservative
because the uncertain bounds are fully used in the con-
troller and observer design, and the known nonlinearity
and the uncertain nonlinearity are processed separately.

0 0.5 1 1.5 2 2.5 3 3.5
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−3
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Fig.1. Evolution of state variables of system (37) under

control (39)-(40).
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