Design of a Data-Driven Controller for a Spiral Heat Exchanger
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Abstract: A data-driven proportional-integral-derivative (DD-PID) controller has been proposed as an effective controller for nonlinear systems. The DD-PID controller can tune the PID parameters adaptively at each equilibrium point. In order to train the PID parameters in a database, an offline learning algorithm based on a fictitious reference iterative tuning (FRIT) method was established. This method can compute the PID parameters by using a set of operating data. However, the FRIT method is a control parameter tuning method that is only based on the minimization of the system output in its criterion; therefore, the criterion is insufficient for systems in which the stability of a closed-loop system is important such as chemical process systems because sometimes the sensitivity of an obtained controller becomes high. In order to solve this problem, an extended FRIT (E-FRIT) method that penalizes the input variation in its criterion has been proposed. In this method, the PID parameters that are taken into stability can be calculated. The effectiveness of the proposed method is evaluated by an experimental result of a spiral heat exchanger.
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1. INTRODUCTION

Proportional-integral-derivative (PID) controllers (Ziegler and Nichols (1942); Chien et al. (1952); Vilanova and Visioli (2012)) have been mainly used in many process systems because of its simple structure. The control performance of a PID controller is strongly affected by the combination of three parameters: the proportional gain, the integral gain and the derivative gain. If a control system has nonlinearity, a fixed PID controller may not maintain the desired control performance when the equilibrium point of the system output is changed by altering the set points. A data-driven PID (DD-PID) controller that uses a database for tuning PID parameters has been proposed by Yamamoto et al. (2009) as an effective controller for such nonlinear systems.

The DD-PID controller is one of a just-in-time controller (Stenman et al. (1996); Zheng and Kimura (2001); Nakpong and Yamamoto (2012)). The DD-PID controller adaptively tunes its PID parameters at each equilibrium point by using trained PID parameters that are stored in a database. Learning algorithms of the DD-PID controllers are divided into two methods: one is an online learning method that trains PID parameters while under control, and the other is an offline learning method that trains the parameters in advance by using obtained experimental data. There is a method based on a fictitious reference iterative tuning (FRIT) method (Kaneko et al. (2005)), which is one of the offline learning methods. This method is known as the DD-FRIT method (see Wakitani et al. (2013)). According to the method, the time required for learning a database is significantly reduced because this method can update the database using one-shot experimental I/O data.

In the FRIT method, a fictitious reference signal including obtained experimental I/O data and adjustable control parameters is generated firstly. After that, a desired controller is realized by adjusting the control parameters in order to minimize the error of the system output in its criterion. The FRIT method does not require any mathematical models of the controlled object to tune the control parameters. However, control parameters tuned by the FRIT method may become high gain because the FRIT method is only based on the minimization of the control output. In order to solve this problem, an extended FRIT (E-FRIT) method that has a penalty to compensate for the differential input is proposed (see Masuda et al. (2010), Kano et al. (2011)). The E-FRIT method can help suppress the sensitivity of a controller by setting a penalty factor appropriately.

In this paper, a new offline learning method of the DD-PID controller based on the E-FRIT method is proposed. In this method, the PID gain updating rule based on the E-FRIT is derived. A more stable DD-PID controller can be obtained compared to the previous learning method based on the FRIT method. In this study, the proposed
DD-PID controller is applied to a spiral heat exchanger and its effectiveness is evaluated.

2. DESIGN OF DATA-DRIVEN CONTROLLER

2.1 System Description

It is assumed that the controlled object is described as the following equation.

\[ y(t) = f(\phi(t-1)), \]  

(1)

where, \( y(t) \) is the system output and \( f(\cdot) \) indicates a non-linear function whose output is determined by a historical data vector \( \phi(t-1) \) (See Yamamoto et al. (2009)). The historical data \( \phi(t-1) \) denotes as follows.

\[ \phi(t-1) := [y(t-1), \ldots, y(t-n_y), u(t-1), \ldots, u(t-n_u)]. \]  

(2)

In (2), \( u(t) \) is the system input, \( n_y \) and \( n_u \) are orders of \( y(t) \) and \( u(t) \), respectively.

2.2 PID Control Law

When a PID controller is applied to process systems, sometimes derivative kick depending on set value change causes problems for stability of a process. In order to avoid the derivative kick, this paper introduces the following PID control law. This control law is known as I-PD control law.

\[ \Delta u(t) = K_I(t)c(t) - K_P(t)\Delta y(t) - K_D(t)\Delta^2 y(t), \]  

(3)

where, \( c(t) \) is the control error between the set value \( r(t) \) and the system output \( y(t) \), and is defined as

\[ c(t) := r(t) - y(t). \]  

(4)

In (3), \( K_P(t) \), \( K_I(t) \) and \( K_D(t) \) express the proportional gain, the integral gain and the derivative gain, respectively. Moreover, \( \Delta \) denotes the differencing operator given by \( \Delta := 1 - z^{-1} \), and \( z^{-1} \) is the backward operator which implies \( z^{-1}y(t) = y(t-1) \). In the DD-PID method, these PID gains at each step \( t \) are adaptively tuned using a database.

2.3 Data-driven PID controller

This section explains the working principle of the DD-PID controller. In the DD-PID controller, an initial database has to be created because the controller requires a database for its actions. Thus, if a database does not exist, an initial database is created by the following procedure.

**[STEP 1]** Generate Initial Database

Initial operating data \( r_0(t), u_0(t), y_0(t) \) are obtained by using an I-PD controller with fixed PID gains. Datasets at each step are generated by obtained operating data, and are sequentially stored in the database. The dataset is defined by the following equation.

\[ \Phi(j) = [\overline{\phi}(t_j), \theta_{PID}(t_j)], \quad j = 1, 2, \ldots, N. \]  

(5)

Where, \( N \) indicates the total number of datasets, \( \overline{\phi}(t_j) \) and \( \theta_{PID}(t_j) \) are expresses as follows.

\[ \overline{\phi}(t_j) := [r_0(t_j+1), r_0(t_j), y_0(t_j), \ldots, y_0(t_j-n_y+1), u_0(t_j-1), \ldots, u_0(t_j-n_u+1)] \]  

(6)

\[ \theta_{PID}(t_j) = [K_P(t_j), K_I(t_j), K_D(t_j)]. \]  

(7)

**[STEP 2] Calculate Distance and Select Neighbor Data**

The distance between the query (which is the information vector that indicates current system state) \( \phi(t) \) and an information vector \( \phi(t_j) \) in the database is calculated by the following \( L_1 \) norm with some weights.

\[ d(\phi(t), \overline{\phi}(t_j)) = \sum_{l=1}^{n_y+n_u+1} \frac{\phi_l(t) - \phi_l(t_j)}{\max \phi_l(m) - \min \phi_l(m)}, \]  

(8)

\[ j = 1, \ldots, N. \]

In (8), \( \overline{\phi}(t_j) \) expresses the \( l \)-th element in the \( j \)-th dataset, and \( \phi_l(t) \) expresses the \( l \)-th element in the query at \( t \). Moreover, \( \max \phi_l(m) \) and \( \min \phi_l(m) \) indicate the maximum value and minimum value of the \( l \)-th element of all datasets in the database. In this method, the datasets in the database are sorted in ascending order of their distance, and \( k \)-pieces of datasets with the smallest distances among them are chosen as neighbor datasets. Where, \( k \) is set by the user at will.

**[STEP 3] Compute PID gains**

From the selected \( k \)-pieces of neighbor datasets, a suitable set of PID gains at \( t \) steps are computed by the following equation.

\[ K(t) = \sum_{i=1}^{k} w_i K(i), \quad \sum_{i=1}^{k} w_i = 1, \]  

(9)

where

\[ w_i = \frac{\exp(-d_i)}{\sum_{i=1}^{k} \exp(-d_i)}. \]  

(10)

The block diagram of the DD-PID controller is shown in Fig. 1. By executing [STEP 2] and [STEP 3] every time, the PID gains are adaptively tuned if the PID gains in the database are suitably tuned in advance. However, if a result obtained by a fixed PID controller is applied to create a database, then all PID gains included in the initial information vectors may be equal. Expressed numerically, that is

\[ \theta_{PID}(1) = \theta_{PID}(2) = \cdots = \theta_{PID}(N). \]  

(11)

In this case, the PID gains in the database have to be tuned in an offline manner or online manner. The online learning method requires many experiments to get optimal PID.
The FRIT method can calculate an optimal control parameters vector \( \theta^* \) without a mathematical model of the controlled object. This method introduces a fictitious reference signal \( \bar{r}(t) \) to tune the control parameters. The fictitious reference signal is calculated by experimental I/O data \( u_0(\theta, t), y_0(\theta, t) \) and an initial controller \( C(\theta, z^{-1}) \) including an initial control parameter vector \( \theta = [c_0, c_1, ..., c_n] \).

The block diagram of the FRIT is shown in Fig. 2. In the figure, \( C(\theta, z^{-1})/\Delta \) expresses a controller with an initial control parameter vector \( \theta = [c_0, c_1, ..., c_n] \). This method is called the extended FRIT (E-FRIT). The criterion of the E-FRIT is shown as follows.

\[
\theta^* = \arg \min_{\theta} J_{E\text{-FRIT}}(\theta) \quad (17)
\]

\[
J_{E\text{-FRIT}}(\theta) = \frac{1}{N} \sum_{t=1}^{N} \left( \begin{array}{c}
y(t_0, t) - y_r(t_0, t) \quad \text{for} \quad y_r(t) \in \Phi(1) \\
\end{array} \right)^2 + \lambda f_s \Delta \bar{u}(t, t)^2 \quad (18)
\]

\[
\Delta \bar{u}(t, t) = \bar{u}(t_0, t) - \bar{u}(t_0, t - 1) \quad (19)
\]

\[
\bar{u}(t, t) = C(\theta)(\bar{r}(t, t) - y_r(t_0, t)) \quad (20)
\]

\[
f_s = \frac{\sqrt{\operatorname{Var}(y(t_0, t) - y(t_0))}}{\sqrt{\operatorname{Var}(\Delta \bar{u}(t, t))}} \quad (21)
\]

Where, \( f_s \) is a scaling parameter. Thanks to this parameter, the weight coefficient \( \lambda \) can always be set as 1.0 and can be adjusted based on this value. This paper considers about an offline learning method based on the E-FRIT.

### 3.2 Offline learning rule based on E-FRIT

First, initial operating data \( r_0(\theta_{PID}, t), y_0(\theta_{PID}, t) \), \( u_0(\theta_{PID}, t) \) are obtained by using a fixed PID controller, and an initial database is created following the [STEP 1] in Section 2.3. Next, the query \( \phi(t) \) is created along to the temporal sequence of the operating data, and PID gains at t steps \( \theta_{PID}(t) \) are calculated following [STEP 2] and [STEP 3]. However, a information vector \( \Phi(t) \) in the sorted database and the query \( \phi(t) \) are coincident at all of the steps. Thus the weight factor to calculate the local PID gains for \( \Phi(t) \) becomes bigger than weight factors of other datasets, and the offline learning can not perform effectively. In order to avoid the above problem, in this learning algorithm, datasets from \( \Phi(t) \) to \( \Phi(k) \) in this database are chosen as neighbor data, and local PID gains are calculated by these data according to the following equation (22). To simplify further descriptions, \( r_0(\theta_{PID}, t), y_0(\theta_{PID}, t) \) and \( u_0(\theta_{PID}, t) \) are expressed as \( r_0(t), y_0(t), u_0(t) \). Moreover, \( \bar{r}(\theta_{PID}, t), y_r(\theta_{PID}, t) \) and \( \Delta \bar{u}(\theta_{PID}, t) \) are expressed as \( \bar{r}(t), y_r(t) \) and \( \Delta \bar{u}(t) \), respectively.

\[
\theta_{PID}(t) = \frac{\sum_{i=1}^{k} w_i \theta_{PID}(i)}{\sum_{i=2}^{k} w_i}, \quad \sum_{i=2}^{k} w_i = 1. \quad (22)
\]

The calculated PID gains \( \theta_{PID}(t) = [K_p(t), K_I(t), K_D(t)] \) are updated by the following steepest descent method.

\[
\theta_{PID}(t) = \theta_{PID}(t) - \eta \frac{\partial J(t + 1)}{\partial \theta_{PID}(t)} \quad (23)
\]

where,

\[
J(t) = \frac{1}{2} \left[ \left( y(t_0, t) - y_r(t) \right)^2 + \lambda f_s \Delta \bar{u}(t - 1)^2 \right] \quad (24)
\]

\[
\eta = [\eta_p, \eta_I, \eta_D] \text{ are learning coefficients.} \quad y(t) \text{ is calculated as follows by using the fictitious reference signal } \bar{r}(t) \text{ and a reference model } G_m(z^{-1}).
\]

\[
y_r(t) = G_m(z^{-1})\bar{r}(t) \quad (25)
\]

\[
\bar{r}(t) = \left\{ \Delta u_0(t) + (K_p(t) + K_I(t) + K_D(t))y_0(t) - (K_p(t) + 2K_D(t))y_0(t - 1), \right.
\]

\[
+ K_D(t)y_0(t - 2))/K_I(t) \quad (26)
\]

In this paper, the reference model is designed as the following second order system.
\[ G_m(z^{-1}) = \frac{z^{-1}P(1)}{P(z^{-1})}, \quad (27) \]

\[ P(z^{-1}) = 1 + p_1 z^{-1} + p_2 z^{-2}, \quad (28) \]

\[
p_1 = -2 \exp \left( -\frac{\rho}{2\mu} \right) \cos \left( \sqrt{\frac{4\mu - 1}{2\mu}} \rho \right) \]
\[
p_2 = \exp \left( -\frac{\rho}{\mu} \right) \quad (29) \]

\[ \rho := T_s / \sigma \quad (30) \]
\[ \mu := 0.25(1 - \delta) + 0.51\delta \]

In (29), \( T_s \) indicates the sampling time. \( \sigma \) and \( \delta \) are defined as the rise time and the attenuation parameter, respectively, and these parameters are designed by the user at will. \( \Delta \hat{u}(t) \) is calculated based on the relationship between (3) and (20).

\[ \Delta \hat{u}(t) = K_I(t) \{ \tilde{r}(t) - y_r(t) \} \]
\[ - K_P(t) \Delta y_r(t) - K_D(t) \Delta^2 y_r(t). \quad (30) \]

From the above relationship, the second term of the right side (23) is expanded as follows.

\[
\begin{align*}
\frac{\partial J(t+1)}{\partial K_P(t)} &= \frac{\partial J(t+1)}{\partial y_r(t+1)} \frac{\partial y_r(t+1)}{\partial \hat{r}(t)} \frac{\partial \hat{r}(t)}{\partial K_P(t)} \\
&+ \lambda f_s \frac{\partial \Delta \hat{u}(t)}{\partial \Delta \hat{u}(t)} \frac{\partial \Delta \hat{u}(t)}{\partial K_P(t)}, \\
\frac{\partial J(t+1)}{\partial K_I(t)} &= \frac{\partial J(t+1)}{\partial y_r(t+1)} \frac{\partial y_r(t+1)}{\partial \hat{r}(t)} \frac{\partial \hat{r}(t)}{\partial K_I(t)} \\
&+ \lambda f_s \frac{\partial \Delta \hat{u}(t)}{\partial \Delta \hat{u}(t)} \frac{\partial \Delta \hat{u}(t)}{\partial K_I(t)}, \\
\frac{\partial J(t+1)}{\partial K_D(t)} &= \frac{\partial J(t+1)}{\partial y_r(t+1)} \frac{\partial y_r(t+1)}{\partial \hat{r}(t)} \frac{\partial \hat{r}(t)}{\partial K_D(t)} \\
&+ \lambda f_s \frac{\partial \Delta \hat{u}(t)}{\partial \Delta \hat{u}(t)} \frac{\partial \Delta \hat{u}(t)}{\partial K_D(t)}. \quad (31)
\end{align*}
\]

The PID gains in the database are updated based on the PID gains \( \theta^\text{new}_{PID}(t) \) corrected by (23) as follows.

\[
\Phi(1) \leftarrow [\phi(t_1), \theta^\text{new}_{PID}(t_1)], \\
\Phi(j) \leftarrow [\phi(t_j), \omega_j \theta^\text{new}_{PID}(t_j)], \quad j = 2, \ldots, k. \quad (32)
\]

It can execute offline learning to iterate the above procedure until \( J(t) \) becomes small.

### 3.3 Algorithm

The proposed algorithm is summed up as follows:

**Step1** Creating a query \( \phi_0(t) \) from operating data, and calculating distance between \( \phi_0(t) \) and all of the \( \phi(j) \) by (8).

**Step2** Sorting the database in ascending order of their distance, choosing out data from \( \Phi(2) \) to \( \Phi(k) \) as neighbor data.

**Step3** Calculating local PID gains \( \theta^\text{PID}(t) \) using the neighbor data by (22).

**Step4** \( y_r(t), \tilde{r}(t) \) and \( \Delta \hat{u}(t) \) are calculated by (25), (26) and (30).

**Step5** Calculating correction terms by (31) and calculating \( \theta^\text{new}_{PID}(t) \) by (23).

**Step6** Updating PID gains in the database by (32).

**Step7** Iterating from Step1 to Step 5 until (24) at each step becomes small.

### 4. APPLICATION TO SPIRAL HEAT EXCHANGER

In this paper, the proposed DD-PID controller is applied to a heat exchange system shown in Fig.3. This system has two tanks for storing hot water and cold water, respectively, and conducts heat exchange by flowing these waters into a spiral heat exchanger shown in Fig.4. In this experiment, the flow of cold water is fixed at 2.0 L/min, the temperature of hot water in the tank is kept at 50 °C. Then, the temperature of the cold water is controlled by adjusting the flow of hot water. Moreover, the sampling time is set as \( T_s = 5 \) s, and reference value is set as follows.

\[
r(t) = \begin{cases} 
33 \text{°C} & (0 \leq t < 200s) \\
40 \text{°C} & (200 \leq t \leq 400s) 
\end{cases}. \quad (33)
\]

First, the control result with the fixed PID controller is shown in Fig.5. PID gains are determined as follows by the CHR method.

\[
K_p = 3.62, \quad K_I = 0.65, \quad K_D = 3.75. \quad (34)
\]

Next, an initial database is designed by the above I/O...
controller based on the E-FRIT method is proposed. In this paper, a new offline learning method of a DD-PID controller is developed. In the proposed method, the design polynomial is designed as follows.

\[ P(z^{-1}) = 1 - 1.03z^{-1} + 0.264z^{-2}. \]  

(36)

The control result by the proposed DD-PID controller is shown in Fig. 6. Also, the trajectories of PID gains are shown in Fig. 7. From the results, the tracking property of the closed loop system is improved by adjusting PID gains adaptively.

5. CONCLUSIONS

In this paper, a new offline learning method of a DD-PID controller based on the E-FRIT method is proposed. In this study, the updating rule of the PID parameters is derived based on the criterion of the E-FRIT method; it is shown that the database can be updated in an offline manner using a set of experimental I/O data. The effectiveness of the proposed method is experimentally evaluated by applying it to a spiral heat exchanger. The results show that the tracking property of the closed loop system is improved by only a set of experimental data. However, in this method, the calculated control parameters may converge to a local solution because the method obtains optimum parameters using the steepest descent method. In the future, more suitable optimization calculations of the PID gains should be considered.
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