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Abstract— We investigate the problem of optimization of a
terminal cost function for a system depending on a control,
and on two disturbances for which a priori set membership is
known. The disturbances are of different natures: One becomes
known to the controller at the current time (we called it
observable) while the other remains unknown. The state of
the system is not measured, therefore not exactly known due to
the presence of an unobservable disturbance. We reformulate
the problem through a set-valued dynamics describing the
evolution of the current set estimation of the state. To reduce the
complexity of the problem, we pass to a suboptimal problem
where the evolution of the state estimation is restricted to a
prescribed collection of sets. The main result of the paper is a
characterization of the value function of this problem through a
Hamilton–Jacobi inequality in terms of Dini derivatives, which
implies a convergent scheme for numerical computations. As
necessary auxiliary tools, we provide new results on evolution
and viability of tubes in a given collection of sets.

I. INTRODUCTION

We consider the system

ẋ = f(x, u, y, v), x(0) = e ∈ E0, (1)

where x ∈ Rn is the state, u ∈ U is the control, and y ∈ Y
and v ∈ V (y) are disturbances (U , Y , and V (y) are given
subsets of finite dimensional spaces, E0 ⊂ Rn). We consider
the problem

min
u

g(T, x(T )) (2)

against the worst case of disturbances y and v and initial
state e ∈ E0. We distinguish two types of disturbance:

• observable uncertainty y, for which the current realiza-
tion y(t) ∈ Y becomes known to the controller;

• unobservable uncertainty v ∈ V (y), for which the
realization of v(t) ∈ V (y(t)) remains unknown.

Thus we consider a min-max problem or a differential
game where the second player wants to maximize (by
choosing e, y, and v) the cost (2) while the first player—the
controller—wants to minimize it. The information available
to the controller implies that the control u should be consid-
ered in a feedback form which may depend on the current
and the past values of y, but not on v.
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For every given open-loop control u(·) and observable
uncertainty y(·), the unobservable uncertainty v(·) gives rise
to a differential inclusion

ẋ ∈ f(x, u(t), y(t), V (y(t))), x(0) ∈ E0, (3)

whose solution is a time-dependent tube providing the de-
terministic estimation of the trajectory.

Let us formulate the problem in a more precise way. Let
U[t,θ] be the set of all open-loop admissible controls on the
interval [t, θ], that is, the measurable functions with values
in U . Similarly, Y[t,θ] denotes the set of all measurable
selections of Y on [t, θ], and V[t,θ](y(·)) denotes the set of all
measurable selections of the mapping V (y(·)) (for a given
y(·)) on the same interval. The suppositions formulated in
section IV will imply that for any t ∈ [0, T ), e ∈ Rn,
u ∈ U[t,T ], y ∈ Y[t,T ], and v ∈ V[t,T ](y) system (1)
has a unique solution on [t, T ] starting from e, denoted by
x[t, e;u, y, v](·).

To make use of the dynamic programming principle, we
consider problem (1), (2) also for an arbitrary initial time t
and initial set E, instead of the fixed t = 0 and E = E0. The
optimal control for initial time t and initial compact set E is
sought as a nonanticipative strategy ([12]; cf. the definition
in section IV), α : Y[t,T ] �→ U[t,T ]. The guaranteed result
obtained by using the strategy α for initial data (t, E) is

I(t, E;α)
def
= sup{g(T, x[t, e;α(y), y, v](T ));

e ∈ E, y ∈ Y[t,T ], v ∈ V[t,T ](y)}.

Then
I(t, E)

def
= inf

α
I(t, E;α) (4)

is the minimal guaranteed (lower) value that can be achieved
starting from the set E at time t.

As previous works indicate (see [5], [6], [4]), the op-
timal control problem in the case of incomplete/inexact
information is qualitatively different compared with the
perfect information case, since the corresponding Hamilton–
Jacobi–Isaacs (HJI) equation for the value function becomes,
essentially, infinite dimensional. In the present paper we
reformulate the problem as such with complete information,
but for a dynamic system in the estimation space, which, in
principle, is also infinite dimensional, but in some cases can
be equivalently replaced by a finite dimensional one. In this
case the corresponding HJI equation is finite dimensional.
(A finite dimensional HJI equation was derived in [25] for
a specific game on the plane where the state information
is incomplete by employing the certainty equivalence prin-
ciple [5].) If this is not the case, one can still formulate
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a “suboptimal” version of the problem by restricting the
consideration to an estimation space, which is a finitely
parametrized collection of sets. To develop the technique for
passing to such a “suboptimal” problem and its analysis is
one of our main goals.

To pass to a finitely parametrized estimation we extend in
section II the concept of solution tubes in a given collection
of compact sets developed in [23]. For y(·) fixed, (3) can
be considered as a controlled differential inclusion whose
solution tube takes values in the given collection. Therefore
the next step is to develop the viability theory for collections
of sets and controlled differential inclusions, which is done
in section III.

Our main result extends that of [7] to the incomplete
information case. We prove that the value function of the
problem is the unique minimal Dini supersolution of the
respective HJI equation. The epigraph of the value function
is characterized also as the maximal set that for every y ∈ Y
is a viability domain (in a specified collection of sets) for an
auxiliary controlled inclusion depending on y. This makes it
possible to apply an appropriate modification of the viability
kernel algorithm (see [26], [8]) for numerical calculation. All
proofs are presented in [24].

II. SOLUTION TUBES IN A COLLECTION OF SETS

The reachable set of a differential inclusion (the latter
interpreted as an uncertain system, as in (3)) is the minimal
guaranteed estimation of the current state. Therefore, to
calculate reachable sets is a cornerstone of the deterministic
estimation and control of uncertain systems and a lot of work
has been done toward developing numerical approximation
methods (see, e.g., the survey [18]). Since the geometry
of the reachable sets could be rather complicated, specific
subclasses of sets are usually used as approximation tools:
boxes, polyhedral sets, ellipsoids (see [9], [16], [10], [17]),
box or polyhedral complexes (see [26], [14], [8], [15]), etc.
In problems of control of uncertain systems and differential
games, where the state estimation is just an auxiliary tool,
one has to employ only fairly simple sets. Thus the issue
of approximation is not that relevant. A different problem
arises: to obtain inclusions of the reachable set in sets from
a prescribed collection E , that is, to replace the solution tube
X(t) of the differential inclusion by a tube E(t) with values
in E . In doing this, one has to ensure at least X(t) ⊂ E(t),
but two more properties are also desirable: (i) the Markov
property of the evolution of E(·), which, together with
X(t) ⊂ E(t), requires invariance of the tube E(t) with
respect to the differential inclusion, and (ii) minimality.

In this section we modify some results from our paper
[23] and establish some new ones needed in the subsequent
sections.

A. Definitions and main suppositions

We shall use the following notation: B is the Euclidean
unit ball in Rn, comp(Rn) is the set of all nonempty

compact subsets of Rn, dist(X,Y )
def
= supx∈X infy∈Y |x−

y| is the distance from X ∈ comp(Rn) to Y ∈

comp(Rn), |X| = dist(X, {0}), and H(X,Y ) =
max{dist(X,Y ), dist(Y,X)} is the Hausdorff distance be-
tween X and Y . Multiplication of a set with a scalar and
summation of sets are understood in the usual (Minkowski)
sense. For a set X , f(X) stays for {f(x); x ∈ X}. For a
given closed X ⊂ Rn, the set of all Hausdorff continuous
mappings X �→ comp(Rn) is a complete metric cone (with
respect to the Minkowski operations), which will be denoted
by C(X; comp(Rn)).

Definition. A set-valued map E(·) : [0, T ] ⇒ Rn with
nonempty compact values and closed graph will be called a
tube. Lipschitz continuity of a tube is understood with respect
to the Hausdorff metric.

We consider a differential inclusion

ẋ ∈ F (x, t), x ∈ Rn, t ∈ [0, T ], (5)

supposing the following.
Condition A: F : Rn × [0, T ] ⇒ Rn is a set-valued

mapping with nonempty convex, compact values, measurable
in t for every fixed x, and locally Lipschitz continuous in x
uniformly with respect to t. Moreover, F satisfies the linear
growth condition

|F (x, t)| ≤ a(1 + |x|) ∀x ∈ Rn, t ∈ [0, T ].
As usual, a solution to (5) is any absolutely continuous

function that satisfies (5) for a.e. t. Given a set of initial
states E0 ⊂ Rn, the solution tube of (5) on [0, T ] is defined
as

X(s)
def
= X[0, E0](s)

def
= {x(s); x(·) – solution of (5)

on [0, s] with x(0) ∈ E0}.
This is the unique minimal tube that starts from E0 at t = 0
and is invariant with respect to (5).

Here and below, “minimal”, when applied to sets, means
“minimal with respect to inclusion”.

Definition. Let E be a given collection of compact sets
in Rn. The tube E(·) : [0, T ] �→ comp(Rn) is called the
solution tube of (5) in the collection E if and only if E(·)
is a minimal invariant tube with values in E .

The above definition meets the requirements (i) and (ii)
formulated in the preamble of this section and extends the
usual concept of a solution tube. Clearly, X[0, E0](·) is
the unique solution tube in the collection E = comp(Rn),
starting from E0. To ensure the existence of a solution tube
in a more general collection E we introduce the following
conditions for E .

Condition B.2: The collection E consists of nonempty
compact sets and is closed in the Hausdorff metric. For every
compact Z there is some E ∈ E containing Z.

Condition B.3: There exists a constant LE such that for
each ε > 0 and each E ∈ E there exists E′ ∈ E for which
E + εB ⊂ E′ ⊂ E + εLEB.

Obviously Conditions B.2 and B.3, together with the Zorn
lemma, imply that for every Z ∈ comp(Rn) there exists a
minimal element of E containing Z.

Condition B.4: For every Z ∈ comp(Rn) there is a
unique minimal element of E containing Z.
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B. Existence and continuity of the solution tubes

Theorem 2.1: Suppose that Conditions A and B.1–B.3 are
fulfilled. Then for every E0 ∈ E inclusion (5) has a unique
solution tube on [0,+∞) in the collection E starting from
E0 and it is Lipschitz continuous.

In the next sections we shall need the following continuity
property of the solution tubes. Let us consider a sequence of
differential inclusions of the form

ẋ ∈ F k
0 (x, s) + Bk(x, s)uk(s), (6)

where F k
0 : Rn × [tk, T ] ⇒ Rn, uk : [tk, T ] �→ U , U is

a subset of a finite dimensional space, and Bk is a matrix
function with appropriate size.

Proposition 2.2: Let the following conditions be fulfilled:

(i) For every k = 0, 1, . . . , the mapping F k(x, s)
def
=

F k
0 (x, s) + Bk(x, s)uk(s) satisfies Condition A with the

growth constant a independent of k; Bk are measurable
in s, locally Lipschitz continuous in x, uniformly in s; U
is compact; the functions uk(·) are measurable; and the
collection E satisfies Condition B.
(ii) tk ∈ [0, T ] and Ek

0 ∈ E , k = 0, 1, . . . , are such
that limk→+∞ tk = t0, liminf

k→+∞
dist(E0

0 , Ek
0 ) = 0 and uk(·)

converges L1-weakly to u0(·); for every compact set Z

liminf
k→+∞

∫ T

0

sup
x∈Z

[dist(F 0
0 (x, s), F k

0 (x, s))

+|Bk(x, s) − B0(x, s)|] ds = 0.

Let Ek(·) : [tk, T ] �→ E be the solution tube in E of (6),
k = 0, 1, . . ., starting from Ek

0 at time tk. Then there is a
subsequence of {Ek(·)} that converges uniformly to some
tube E(·) : [t0, T ] �→ E . Every such limit tube E(·) is
Lipschitz continuous, and E0(t) ⊂ E(t) for all t ∈ [t0, T ].

Remark 2.3: In the case of single-valued F k
0 and E0,

the above theorem holds without the supposition that the
second summand in (6) is linear in u. It could be shown
by examples that Proposition 2.2 is false for nonaffine
inclusions, even with single-valued F k

0 and convex compact-
valued fk

1 (x, s, U).
Below we give two examples of easily implementable

collections, which satisfy Conditions B.1–B.3, referring to
[23], [24] for more examples.

(a) Let us fix a finite or countable subset L = {l1, l2, . . .}
of the unit sphere ∂B ⊂ Rn such that the convex
cone spanned by L coincides with Rn. With every Z ∈
comp(Rn) we associate the sequence of numbers p(Z) =
(p1, p2, . . .), where pi = maxz∈Z〈li, z〉. Denote P

def
=

{p(Z); Z ∈ comp(Rn)} and consider the collection EL
def
=

{E(p); p ∈ P}. It may consist of all convex compact
subsets of Rn (if L is dense in ∂B), of all “boxes” (if
L = {±ei}n

i=1 with {ei}i—an orthogonal basis in Rn), and
of all polyhedrons with given normal vectors to the faces.

(b) Let us fix the points z1, . . . , zN ∈ Rn, N ≥ 1, and
define

E def
=

{ ⋂
i=1,...,N

(zi + siB), s = (s1, . . . , sN ) ∈ S

}
,

where S is the set of those s for which the intersection is
nonempty. For every Z ∈ comp(Rn), the unique minimal
element from E that contains Z has

si = dist(Z, zi).

III. VIABILITY THEORY FOR COLLECTIONS OF SETS AND

SOLUTION TUBES

The theory developed in the previous section extends the
usual notion of trajectory to the notion of a solution tube in
a collection of sets. Then the problem arises to develop the
viability theory for solution tubes similarly to the way it has
been done for usual trajectories [1].

General theories for set-valued dynamical systems (in
metric spaces) were developed in [20], [2]. In particular,
the viability theory was extended to more general dynamics
in metric spaces in [11], [13], [2]. The dynamics of the
solution tubes in a given collection of sets, however, does
not fit within the above-mentioned framework. A relevant
notion for contingency and viability for collections of sets
was developed in [22] and we employ it below.

A. Viability domains and kernels

Let a collection of compact sets E in Rn be fixed and let
Z ∈ comp(Rn).

Definition. A mapping L(·) ∈ C(Z, comp(Rn)) is called
a (continuous) contingent field to E at Z if

lim inf
h→0+

inf
Ẽ∈E

sup
x∈Z

dist

(
L(x),

Ẽ − x

h

)
= 0.

The set of all contingent fields to E at Z will be denoted
by TE(Z). The following lemma is a straightforward conse-
quence of the definition.

Lemma 3.1: The (set-valued) mapping L(·) ∈
C(Z; comp(Rn)) belongs to TE(Z) if and only if there are
sequences hk → 0+, γk → 0, and Ek ∈ E such that

(I + hkL(·))(Z) ⊂ Ek + hkγkB ∀k

(here and below, I is the identity mapping).
In the particular case of the collection EK = {{x}; x ∈

K} of all single points from a given set K ⊂ Rn, the set
TE(Z) is nonempty if and only if Z = {x} is a singleton and
every contingent field is single-valued. In fact, the contingent
field at {x} is defined at the single point x only, and therefore
can be identified with a vector l ∈ Rn. It is straightforward
that l ∈ TEK

({x}) if and only if l ∈ TK(x), where TK(x)
is the usual (Bouligand) contingent cone to K at x (see,
e.g., [3]). In the case of collections that do not consist only
of singletons, we use the term contingent field (in contrast
to “contingent vector”) to stress that mappings defined on Z
are considered “tangent” objects, rather than constant vectors
only. The tangent fields possess many of the properties of the
tangent vectors (see [22, Proposition 1]).

Below M will be another (possibly empty) collection of
compact sets in Rn that will be interpreted later as a “target.”
Let L be a family of mappings from C(Rn; comp(Rn)).
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Then L|Z will denote the set of restrictions of the mappings
from L to the set Z ∈ comp(Rn).

Definition. The collection E is called a viability domain
with target M for L if

TE(E) ∩ L|E 
= ∅ ∀E ∈ cl (E) \M.

Obviously E is a viability domain if and only if cl (E) is
a viability domain.

If a collection E ⊂ comp(Rn) is not a viability domain
for L, then it may happen that it contains a collection E ′ ⊂ E
which is a viability domain.

Theorem 3.2: Let the closed collections E and M
of compact sets and the closed convex family L ⊂
C(Rn; comp(Rn)) be given. Suppose that E satisfies Condi-
tions B.1–B.3 and that for every Z ∈ comp(Rn), the family
L|Z is equi-Lipschitz and uniformly bounded. Then there
exists a (possibly empty) closed collection E0 ⊂ E which is
a viability domain for L with target M and which contains
every other viability domain in E with target M.

Definition. The (possibly empty) collection E0 ⊂ E ob-
tained in the above theorem is called the viability kernel of
E with target M for L and will be denoted by V iabL(E ;M).

B. Existence of a viable solution tube

In this subsection we address the key issue of the viability
theory specified below in Theorem 3.3 in the present frame-
work of collections of sets and solution tubes: the existence
of a solution tube in a viability domain.

We consider a specific family of mappings L ⊂
C(Rn; comp(Rn)) having the affine form

L = {F0(·) + B(·)u; u ∈ U}, (7)

where F0 ∈ C(Rn; comp(Rn)), U ⊂ Rr, and B(·) is an
(n × r)-matrix function. Below in this section we suppose
that
(i) E ⊂ comp(Rn) satisfies Conditions B.1–B.3;
(ii) U is convex and compact, B(·) is locally Lipschitz;

(iii) Fu(x)
def
= F0(x) + B(x)u satisfies Condition A uni-

formly in u ∈ U .
With the family L we associate the controlled differential

inclusion

ẋ ∈ F0(x) + B(x)u(t), u(t) ∈ U. (8)

Let us denote by U[s,τ ] the set of all measurable u(·) :
[s, τ ] �→ U . As a consequence of Theorem 2.1, for every
s ≥ 0, every E ∈ E , and every u(·) ∈ U[s,+∞), inclusion (8)
has a unique solution tube Eu(·)[s,E](·) in the collection
E on [0,+∞), starting from E at time s. Similarly, as
before, the solution tube in comp(Rn) will be denoted by
Xu(·)[s,E](·).

Definition. The subset E ′ of E is inclusion-complete (in
E) if the inclusions E ∈ E ′, E′ ⊂ E, and E′ ∈ E together
imply E′ ∈ E ′.

The following definition adapts the terminology from [1].
Definition. Let E ′ and M be given closed subsets of E .

The collection E ′ enjoys the viability property with target M

with respect to (8) if and only if for every E ∈ E ′ \M there
exists u(·) ∈ U[0,+∞) such that the solution tube Eu(·)(·) =
Eu(·)[0, E](·) either satisfies Eu(·)(t) ∈ E ′ for all t ≥ 0,
or there is T > 0 such that Eu(·)(t) ∈ E ′ on [0, T ] and
Eu(·)(T ) ∈ M.

Theorem 3.3: Let Conditions (i)–(iii) from the beginning
of this subsection hold. The closed inclusion-complete col-
lection E ′ ⊂ E enjoys the viability property with target M
with respect to (8) if and only if it is a viability domain with
target M.

C. Dini derivative and viability

In this subsection, E will always be a closed collection
of nonempty compact sets in Rn and J : E → R will be
a lower semicontinuous function (abbreviated as l.s.c.). Let
E ∈ E be fixed and let F : E �→ comp(Rn) be a set-valued
field on E.

Definition. We define the lower Dini derivative of J at E
in the direction of the field F as

D−
E J(E;F )

def
= liminf

h,δ→0+
inf

{
J(E′) − J(E)

h
;

E′ ∈ E , (I + hF )(E) ⊂ E′ + hδB} .

For E and J as above, we define as usual

epiJ
def
= {(E, ν); E ∈ E , ν ∈ R : J(E) ≤ ν} ⊂ E × R,

which is also a closed collection of compact sets.
The following claims are essential for the next section.
Lemma 3.4: For every E ∈ E and F : E �→ comp(Rn),

the following two conditions are equivalent:
(i) D−

E J(E;F ) ≤ 0; (ii) (F, 0) ∈ TepiJ(E, J(E)).
Lemma 3.5: For every fixed E ∈ E , the mapping

L → D−
E J(E;L) (9)

defined in the space C(E; comp(Rn)) of continuous set-
valued fields on E is l.s.c.

Let M ⊂ E be closed and let L be a closed family
of mappings L : Rn ⇒ Rn such that, for every Z ∈
comp(Rn), the family L|Z is equi-Lipschitz and uniformly
bounded.

Corollary 3.6: epiJ is a viability domain with a target
M× R for L × {0} if and only if

min
L∈L

D−
E J(E;L|E) ≤ 0 ∀E ∈ E \M.

The use of “min” in the above inequality, means that the
infimum is attained.

IV. OPTIMAL CONTROL IN THE PRESENCE OF

OBSERVABLE AND UNOBSERVABLE UNCERTAINTIES

We consider the minimization problem for (1), (2) for-
mulated in the introduction. In addition we introduce a set
M ⊂ [0, T ]×Rn, which will determine the termination time
of the control process, as described below. The following
suppositions will hold for the rest of the section.

Condition C.5: U , Y , and V̄ are compact subsets of finite
dimensional vector spaces, U is convex, and the mapping
y → V (y) ⊂ V̄ is compact valued and Lipschitz continuous.
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Condition C.6: The function f : Rn ×U ×Y × V̄ �→ Rn

has the form

f(x, u, y, v) = f0(x, y, v) + B(x, y)u,

where f0 and B are continuous, locally Lipschitz in x
uniformly with respect to the other variables. The sets
f0(x, y, V (y)) are convex. f has linear growth with respect
to x, uniformly in u, y, v.

The admissible sets U[t,θ], Y[t,θ], and V[t,θ](y(·)) are de-
fined in the introduction. We recall the notion of nonanticipa-
tive strategy on [t, θ]. This is any mapping α : Y[t,θ] �→ U[t,θ]

that satisfies the nonanticipativity condition

∀ y1, y2 ∈ Y[t,θ], ∀ τ ∈ (t, θ]
if y1(s) = y2(s) for a.e. s ∈ [t, τ ],
then α(y1)(s) = α(y2)(s) for a.e. s ∈ [t, τ ].

Let A[t,θ] denote the set of all such strategies on [t, θ].
Let us consider first the case of a fixed-end time T

discussed in the introduction. With the system (1) and any
fixed u ∈ U[t,T ] and y ∈ Y[t,T ], we associate the differential
inclusion

ẋ ∈ f(x, u(s), y(s), V (y(s))). (10)

Similarly, as before, we denote by Xu,y[t, E](·) the solution
tube of (10) in comp(Rn), starting from the set E at time
t. Moreover, for a compact set Z ⊂ Rn we define G :
comp(Rn) �→ R as

G(T,Z) = sup
z∈Z

g(T, z).

Then, obviously, definition (4) is equivalent to

I(t, E) = inf
α∈A[t,T ]

sup
y∈Y[t,T ]

G(T,Xα(y),y[t, E](T )). (11)

In this formulation of the original problem there is no
unobservable uncertainty. We passed to a problem with
complete information (here y is an observable disturbance)
but over the solution tubes to differential inclusion (10).

Because of the complexity of the problem so obtained, we
can restrict the consideration to the solution tubes of (10) in
a given collection of sets E instead of the whole comp(Rn).
Thus we come up with the more general problem, formulated
below in the case of a target that determines the termination
time. We also suppose the following condition.

Condition C.7: The collection E satisfies Conditions B.2–
B.4. The set M ⊂ [0,+∞) × Rn is closed and contains
t × Rn for every t ≥ T . The function g(·) : M �→ R
is l.s.c. Moreover, the following property holds: For every
(t, x0) ∈ M with t < T , for every s ∈ (t, T ], y ∈ Y[t,T ],
and u ∈ U[t,T ], the inclusion (10) has a trajectory x(·) with
x(t) = x0 for which g(s, x(s)) ≥ g(t, x0).

Formulation of the general problem. Let Conditions C.5–
C.7 be satisfied. For any fixed u ∈ U[t,T ] and y ∈ Y[t,T ], we
denote by Eu,y[t, E](·) the solution tube in the collection
E starting from E ∈ E at time t. We define also the target

collection M def
= {(t, E); E ∈ E , (t, E) ⊂ M}, which is

nonempty since (T, E) ⊂ M, closed, and inclusion complete

in E . For a given tube E(·) ∈ C([0, T ]; E) the termination
time is determined as

T (E(·)) = min{t ≥ 0; (t, E(t)) ∈ M}.

We consider the following minimization problem for the
initial pair (t, E) 
∈ M:

IE(t, E)
def
= inf

α∈A[t,T ]

sup
y∈Y[t,T ]

G(τ, E(τ)), (12)

where E(·) def
= Eα(y),y[t, E](·), τ = T (E(·)).(13)

If (t, E) ∈ M, then by definition IE(t, E) = G(t, E). The
role of the last part of Condition C.3 is to ensure that once
the target is achieved, the continuation of the process would
not lead to a better guaranteed result. This supposition is
obviously fulfilled in the case M = {T}×E (fixed-end time)
or G(t, E) = t (minimal time problem). Obviously we have
IE(t, E) ≥ Icomp(Rn)(t, E). The difference between these
two values is the price for the simplification we make by
passing to the collection E . In some cases, however, equality
may take place even for simple subcollections of comp(Rn),
as shown by a discrete-time example in [19].

Some basic properties.The following propositions hold
under Conditions C.1–C.3.

Proposition 4.1: (Dynamic Programming.) For every E ∈
E , t ∈ [0, T ), and s ∈ (t, T ],

IE(t, E) = infα∈A[t,s] supy∈Y[t,s]
IE(τ, E(τ)),

where E(·) def
= Eα(y),y[t, E](·), τ

def
= min{s, T (E(·))}.

Proposition 4.2: The value function IE : [0, T ]×E is l.s.c.
Proposition 4.3: For every (t, E) ∈ [0, T ) × E there is

α ∈ A[t,T ] for which the infimum in (12) is attained (that is
an optimal strategy).

Characterizations of the value function.The first theo-
rem below gives a characterization of the value function as
the unique minimal Dini supersolution of the associated HJI
equation. Define the extended closed collection of compact
sets Ê in R × Rn as

Ê def
= {(t, E); t ≥ 0, E ∈ E}.

Theorem 4.4: Under Conditions C.5–C.7, the value func-
tion IE is the unique minimal l.s.c. solution of the differential
inequality

sup
y∈Y

min
u∈U

D−
Ê J(t, E; (1, f(·, u, y, V (y)))) ≤ 0 (14)

∀ (t, E) ∈ Ê \M, with the side condition

J(t, E) ≥ G(t, E) ∀ (t, E) ∈ M. (15)

That is,

IE(t, E) = min{J(t, E); J – l.s.c. solution of (14), (15)}.
The next theorem extends the result in [7], the latter

concerning the case of complete information (the disturbance
v is not present). It shows that one can apply for calculation
of IE an extension, similar to that in [21], of the viability
kernel algorithm [26], [8].
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Theorem 4.5: Under Conditions C.5–C.7, denote

E∗ def
= Ê × R,

M∗ def
= {(t, E, ν); (t, E) ∈ M, ν ≥ G(t, E)}.

Define E∗
1 = E∗, and recursively,

E∗
k+1 =

⋂
y∈Y

V iabLy
(E∗

k ;M∗), (16)

where Ly
def
= {(1, f(·, u, y, V (y)), 0); u ∈ U}. Then

epiIE = E∞
def
=

⋂
k

E∗
k .

Since the control problem considered above includes
minimal time problems, clearly the value function can be
discontinuousIf g is locally Lipschitz and the problem with
fixed-end time is considered, then IE is Lipschitz, provided
that the solution tubes in E depend in a certain Lipschitz-
like way on the data (see [23, Theorem 2]). However, an
example is given in [24], which shows that even in the case
of a Lipschitz continuous value function, it may happen that
(14) is not satisfied as an equality.

The last theorem shows that finding the value IE is
equivalent to the determination of suitable viability kernels.
Notice that the viability kernels in (16) involve the complete
information systems Ly only. The latter systems, however,
are set-valued and the numerical algorithms developed in
[26], [8], [21] are not directly applicable. At a conceptual
level, we may summarize the algorithm for finding the
viability kernel V iabL(E ;M) of a family of set-valued fields
L, with target M in the collection E as follows. For h > 0
and a natural number k, we define recursively

Eh
i+1 := {E ∈ Eh

i \M; ∃L ∈ L,∃Ẽ ∈ Eh
i ,

(I + hL)(E) ⊂ Ẽ + ch2B} ∪M, Eh
0 = E ,

where c ≥ λM/2, and λ and M are local Lipschitz constant
and bound for all L ∈ L, respectively. Then

V iabL(E ;M) = lim
h→0+

⋂
i

Eh
i .

The above procedure should be applied to the family Ly =
{(1, f(·, u, y, V (y)), 0); u ∈ U} in (16) for each y ∈ Y .

Clearly, the algorithm has a high computational complex-
ity, and to make it implementable, one has to choose a simple
finitely parameterized collection E .

We mention that Theorem 4.4 can also be used as a base
for a numerical solution. In [19] we demonstrate the solvabil-
ity of a discrete-time Hamilton–Jacobi–Bellman inequality
of similar type, where sets of intervals were used for the
collection E . Essentially, the approach based on Theorem 4.4
coincides with a particular realization of the viability kernel
algorithm.
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