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Abstract— This paper addresses the discounted discrete-state
finite-horizon multiarmed bandit problem. The goal is to design
a well-grounded and tractable scheduling policy of index type.
The approach is based on reformulating the model as a restless
bandit problem, and then deploying the marginal productivity
index (MPI) theory developed by the author in recent work,
which extends the approach of Klimov (1974), Gittins (1979)
and Whittle (1988). It is shown that the model satisfies the
author’s sufficient conditions for existence of the MPI. An
efficient recursive procedure is proposed for computing the
finite-horizon MPI. This further furnishes a new method for
approximating the infinite-horizon Gittins index.

I. INTRODUCTION

The finite-horizon multiarmed bandit problem concerns the
optimal allocation of effort to a finite collection of stochastic
projects, one of which must be engaged at each period of dis-
crete time. Projects are modelled as binary-action (work/rest)
finite-state Markov decision chains (MDCs), which can only
change state when active. The goal is to find a scheduling
policy which maximizes the expected total discounted value
of rewards earned over a finite time horizon.

Given the intractability of such problem, we restrict at-
tention to the class of index policies, which is particularly
well-suited for practical implementation. Such policies are
based on constructing an index for each type of activity,
e.g. working on a project, which is a function of its current
state. The index policy dynamically prescribes to allocate the
resource of concern to the activity having a largest current
index value. See e.g. [1] and the references therein. This
raises the issue of how to design and construct appropriate
index functions.

A powerful approach to index design, introduced in [3]
and [2], was extended in [4] and recently developed in
[5], [6], [8]. Such approach defines what we have termed
a marginal productivity index (MPI), which has a sound
economic interpretation, as it measures the marginal produc-
tivity of work at every state. The MPI exists in models that
satisfy the economic law of diminishing marginal returns to
effort. Hence, MPI-based resource allocation policies seek
to dynamically allocate a resource to its currently more
productive use, using the MPI as a proxy measure of the
true marginal productivity of effort.

In this paper we deploy such approach to design and
construct new dynamic MPI policies for scheduling a multi-
armed bandit over a finite time horizon. It is clear that such
model is more realistic for a variety of applications than its
infinite-horizon counterpart.

Research on scheduling problems over a finite horizon
is scarce, in contrast with the large literature available on
corresponding infinite-horizon models. In the finite-horizon
case, the analysis is complicated by transient effects, which
typically has prevented a characterization of the structure of
optimal policies.

The rest of the paper is structured as follows. Section II
describes the model of concern. Section III reformulates the
model as an infinite horizon restless bandit problem. Section
IV outlines the MPI indexability theory, as it applies to
the model. Section V outlines the relevant PCL-indexability
conditions and the corresponding MPI-computing algorithm.
Section VI discusses a more efficient method to compute the
finite-horizon MPI. Section VII discusses application of the
above results to compute approximately the Gittins index for
infinite-horizon projects. Finally, Section VIII ends the paper
with some concluding remarks.

The full version of this paper contains proofs of all results
and the results of an extensive computational study. See [9].

II. THE FINITE-HORIZON MULTIARMED BANDIT

PROBLEM

Consider a a finite collection of stochastic projects la-
belled by k ∈ K � {1, . . . , K}. Project k is modelled
as a discrete-time, finite-state bandit process, i.e. a binary-
action (active/passive) Markov decision chain which does not
change state when passive. We denote by Xk(t), ak(t) and
Nk the project’s state and the action taken at time t, and its
state space, respectively. The project is active/worked on at
time t when ak(t) = 1, and is passive/rested when ak(t) = 0.

The system controller must choose at each of a finite
number of time periods t ∈ T � {0, 1, . . . , T} a project
to be worked on, while other projects are rested. If project
k occupying state ik is worked on, an immediate active
reward r1

k(ik) is earned, discounted at the geometric rate
0 < β < 1, and its state evolves according to an active
Markovian transition rule, being jk at the next time period
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with probability pk(ik, jk). If the project is rested, a passive
reward r0

k(ik) is earned, and the state does not change.
Actions are dynamically prescribed through adoption of a

scheduling policy π, chosen from the class Π of nonantici-
pative policies.

In such setting, it is of interest to consider the problem
of finding a discount-optimal scheduling policy, i.e. one
maximizing the expected total discounted value of rewards
earned over the stated horizon:

max
π∈Π

E
π

[
T∑

t=0

∑
k∈K

r
ak(t)
k (Xk(t))βt

]
. (1)

Since problem (1) belongs in the class of finite-state
and -action finite-horizon Markov decision processes, an
optimal deterministic policy could be obtained in principle
by formulating the corresponding Bellman equations, and
solving them by backward recursion. Such solution approach,
however, becomes impractical in large-scale instances due to
the combinatorial explosion of the overall state space.

We will thus address the more practical goal of designing
and constructing a well-grounded and tractable scheduling
policy. We will focus attention on the class of (priority) index
policies, which have played a central role in the solution of
a wide varity of stochastic scheduling problems, including
the infinite-horizon version of problem (1), solved by Gittins
in [2]. An index policy for problem (1) is characterized
by a separate index νk : T × Nk → R attached to each
project k. When t ∈ T periods remain, the index policy
prescribes to work on a project k with largest value of the
index νk(t,Xk(T − t)). We are thus faced with the issue of
how to design and construct well-grounded index functions
for problem (1).

III. REFORMULATION AS A RESTLESS BANDIT PROBLEM

Our proposed approach to the design and construction of
an index policy for problem (1) is based on reformulating
it as an infinite-horizon restless bandit problem (RBP), and
then deploying in the latter the methods introduced in [4]
and developed in [5], [6], [8]. In the RBP, the projects to be
scheduled are restless, meaning that they can change state
when rested. Such is the case with the model of concern if
one considers for each project k the augmented state

X̂(t) �

{
(T − t,Xk(t)) if 0 ≤ t ≤ T

∗ if t ≥ T + 1,

which evolves over the augmented state space

N̂k � N̂
{0,1}

k ∪ {∗},

where
N̂

{0,1}
k � T × Nk.

is the project’s controllable state space.
States (t, ik) ∈ N̂

{0,1}
k are controllable, in that the active

and passive actions are available and differ. We further
introduce the uncontrollable state ∗, which is absorbing,
corresponding to a terminated system after the given time
horizon has elapsed, where both actions are identical.

The active and passive transition probabilities are given
by

p̂1
k ((t, ik), (t − 1, jk)) = pk (ik, jk)

p̂0
k ((t, ik), (t − 1, ik)) = 1,

for 1 ≤ s ≤ T , and

p̂1
k ((0, ik), ∗) = p̂0

k ((0, ik), ∗) = 1

p̂1
k (∗, ∗) = p̂0

k (∗, ∗) = 1.

All other probabilities are zero.
The one-period rewards of the restless project are

r̂ak

k (ik, s) = rak

k (ik)

r̂ak

k (∗) = 0.

We can thus reformulate finite-horizon multiarmed bandit
problem (1) as the infinite-horizon RBP

max
π∈Π

E
π

[
∞∑

t=0

∑
k∈K

r̂
ak(t)
k (X̂k(t))βt

]
. (2)

IV. INDEXABILITY AND THE MPI

We outline in this section the definition, interpretation
and construction of the discounted MPI for restless projects,
as it applies specifically to a reformulated project k of the
model of concern. We hence consider the subsystem obtained
by considering project in isolation. We drop henceforth the
project label k. Thus, e.g. now Π denotes the space of
admissible effort allocation policies for operating the project,
prescribing the action a(t) ∈ {0, 1} to be taken at each time
period t.

To evaluate the value of costs incurred under a policy π ∈
Π, starting at ı̂ ∈ N̂ , we use the discounted reward measure

fπ (̂ı) � E
π
ı̂

[
∞∑

t=0

r̂a(t)(X̂(t))βt

]
,

where E
π
ı̂ [·] denotes the corresponding conditional expecta-

tion.
We further evaluate the amount of work expended, by the

discounted work measure

gπ (̂ı) � E
π
ı̂

[
∞∑

t=0

a(t)βt

]
,

To avoid technical issues arising from the choice of initial
state, we consider this to be drawn from a distribution having
a positive probability mass function over N̂ . We denote the
resulting cost and work measures by fπ and gπ.

Suppose now that effort must be paid for at a wage rate of
ν e per unit work performed. We will address the project’s
ν-wage subproblem

max
π∈Π

fπ − νgπ, (3)

which is to find an admissible policy maximizing the value
of its net rewards (i.e. subtracting working costs).

Since problem (3) is a finite MDP, we know that there
exists an optimal deterministic policy which does not depend
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on the initial state’s distribution. We will represent such
policies by the set of augmented states Ŝ where they take
the active action, or active-state sets, and thus refer, e.g. to
the Ŝ-active policy.

We will find it convenient to represent such policies in the
form

Ŝ = S0 ⊕ · · · ⊕ ST ,

meaning that the project is engaged in state i when t periods
remain if i ∈ St, for t = 0, . . . , T . Intuitive considerations
lead us to define the relevant family of feasible active-state
sets by

F̂ �

{
Ŝ = S0 ⊕ · · · ⊕ ST : S0 ⊆ S1 ⊆ · · · ⊆ ST ⊆ N

}
.

We will henceforth refer to such policies as F̂ -policies,
writing e.g. f Ŝ , gŜ , for Ŝ ∈ F̂ .

We will further say that an ordering ı̂ = (̂ı1, . . . , ı̂n) of
the n controllable states in N {0,1} is an F̂ -string if

Ŝk(ı̂) � {ı̂1, . . . , ı̂k−1} ∈ F̂ , k = 2, . . . , n + 1.

We will further write Ŝ1(ı̂) = Ŝ1 � ∅.
We next define a key property of the project based on the

structure of optimal policies for problem (3) as the prevailing
wage ν varies over R

Definition 4.1: We say that the restless project is F̂ -
indexable if there exists an index ν∗ : N̂ {0,1} → R which
is nonincreasing along an F̂ -string ı̂, such that, for every
controllable state ı̂ ∈ N̂ {0,1}, the Ŝk(ı̂)-active policy is
optimal for ν-wage problem (3) iff ν ∈ [ν∗(̂ık), ν∗(̂ık−1)].
We term ν∗(·) the project’s MPI.

Such definition suggests, drawing on the theory of optimal
resource allocation in economics, that ν∗(̂ı) must measure
the marginal productivity of work at state ı̂. Such is indeed
the case, as established in [8].

V. PCL-INDEXABILITY CONDITIONS AND MPI
CALCULATION

We draw below on the framework for establishing index-
ability, based on satisfaction of partial conservation laws
(PCLs), which we have introduced and developed in [5],
[6], [8]. Our main result is Theorem 5.2, which identifies
a tractable class of indexable projects, termed PCL(F̂ )-
indexable. For our present purposes, it will suffice to for-
mulate the relevant PCL-indexability conditions that need to
be checked to ensure indexability and calculate the MPI.

Let Ŝ ∈ F̂ be a feasible active-state set, and let ı̂ ∈
N̂ {0,1} be a controllable state. We now define the discounted
(̂ı, Ŝ)-marginal workload by

wŜ (̂ı) � 1 + β
∑
ĵ∈N̂

(
p̂1 (̂ı, ĵ) − p̂0 (̂ı, ĵ)

)
gŜ(ĵ). (4)

Notice that wŜ (̂ı) measures the marginal increment in work
expended which results from having the project active instead
of passive in the initial period, provided the Ŝ-active policy
is adopted thereafter.

ALGORITHM AG(F̂ ):
Input: r̂

a

Output: (̂ı,ν∗)

set Ŝ1 = ∅
for k := 1 to n do

pick ı̂k ∈ arg max
{

νŜk (̂ı) : ı̂ ∈ Ŝc
k, Ŝk ∪ {ı̂} ∈ F̂

}
set ν∗(̂ık) := νŜk (̂ık)

set Ŝk+1 := Ŝk ∪ {ı̂k}
end

Fig. 1. Adaptive-greedy algorithm AG(F̂ ).

We further define the discounted (̂ı, Ŝ)-marginal reward
by

rŜ (̂ı) � r1(̂ı) − r0(̂ı) + β
∑
ĵ∈N̂

(
p̂1 (̂ı, ĵ) − p̂0 (̂ı, ĵ)

)
f Ŝ(ĵ).

(5)
Thus, rŜ (̂ı) is a measure of the marginal increment in
rewards earned which results from having the project active
instead of passive in the initial period, provided the Ŝ-active
policy is adopted thereafter.

Define now the discounted (̂ı, Ŝ)-marginal productivity
rate, by

νŜ (̂ı) �
rŜ (̂ı)

wŜ (̂ı)
(6)

provided the denominator does not vanish.
Consider now the adaptive-greedy algorithm AG(F̂ ) de-

scribed in Figure 1, which we introduced and analyzed in
[5], [6], drawing on Klimov’s [3] algorithm. Notice that we
use the notation Ŝc � N {0,1} \ Ŝ. The algorithm is fed with
the reformulated restless project’s one-period reward vectors
r̂

a. It produces as output: (i) an F̂ -string ı̂; and (ii) index
values ν∗(̂ık), for k = 1, . . . , n.

We are now ready to state the key result we will use to
establish indexability, which we have introduced and proven
in [5], [6], [8] in increasingly general settings. We need the
following definition.

Definition 5.1: We say that the restless project is
PCL(F̂ )-indexable if the following conditions hold:

(i) wŜ (̂ı) > 0, for ı̂ ∈ N̂ {0,1} and Ŝ ∈ F̂ .
(ii) The sequence of index values produced by the algorithm

is nonincreasing:

ν∗(̂ı1) ≥ ν∗(̂ı2) ≥ · · · ≥ ν∗(̂ın).

Theorem 5.2: If the restless project is PCL(F̂ )-indexable,
then it is F̂ -indexable, with MPI ν∗(̂ı).

Thus, Theorem 5.2 gives tractable sufficient conditions for
indexability, as it identifies a tractable class of indexable
projects.

A key result of this paper, proven in the full version [9],
is the following.

Theorem 5.3: The reformulated restless project is
PCL(F̂ )-indexable, having MPI ν∗(̂ı).

1720



number of remaining periods

fin
ite

-h
or

iz
on

M
PI

va
lu

e

0 1 2 3 4 5 6 7 8 9 10
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VI. EFFICIENT COMPUTATION OF THE FINITE-HORIZON

MPI

Direct application of the adaptive-greedy algorithm
AG(F̂ ) to compute the finite-horizon MPI becomes pro-
hibitively expensive as the horizon T grows. This raises the
need for a more efficient method for computing the finite-
horizon MPI ν∗(̂ı). A further contribution of this work is to
furnish such a method. Here we only outline the key ideas.
For full details, see [9].

In short, the improved method identifies and exploits cer-
tain recursions relating marginal work, cost and productivity
measures over consecutive time periods. Instead of running
the above adaptive-greedy AG(F̂ ), our improved method
runs T +1 smaller versions of it, the first one corresponding
to a time horizon of T = 0 (where the resulting MPI is just
the greedy one), the second one corresponding to T = 1, and
so on until the last one corresponding to the time horizon T

of interest. Each algorithm run in these sequence feeds the
next one key quantities (marginal work, cost and productivity
measures) it will use in its computations, thus reducing its
computational burden. The computational savings achieved
by such decomposition are dramatic.

VII. A NEW METHOD FOR APPROXIMATING THE GITTINS

INDEX

A byproduct of the above result is a new method for
computing approximately the Gittins index ν∗(i) for an
infinite-horizon bandit, by computing the finite-horizon MPI
ν∗(T, i) for T large enough. We have performed several
experiments which indicate that it may be enough to use
relative small values of T , as convergence to the Gittins
index appears to be relatively fast. Thus Figure 2 plots,
for a randomly generated instance, the finite-horizon MPI
values versus the number of remaining periods. We see that
after a few periods the former become very close to the
corresponding Gittins indices.

In Figure 3, we have plotted, for a 20-state project, the
maximum relative error for using the finite-horizon MPI as

an approximation of the Gittins index. Again, we observe
that the magnitude of such error drops to acceptable levels
for relative small time horizons.
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Fig. 3. Experiment 2.

VIII. CONCLUSION

We have deployed in the finite-horizon multiarmed bandit
problem an approach for designing and constructing well-
grounded and tractable dynamic index policies based on the
theory of MPIs and PCL-indexability conditions, developed
by the author in recent work. Such approach does indeed
apply to the model of concern, and it produces a relatively
efficient method for computing finite-horizon MPI, which
can be used both as priority indices for the finite-horizon
problem, and as approximations for the infinite-horizon Git-
tins index. Preliminary computational experience suggests
that the suboptimality gap of the finite-horizon MPI policy
on the finite-horizon model remains within reasonably small
limits. The results of an extensive computational study on
the performance of such policy will be reported in the full
paper’s version [9].
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