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Abstract— In this paper, we focus on cross-layer (MAC and
transport) design for variable-rate CDMA networks. First, we
formulate the cross-layer rate assignment task as a constrained
convex optimization problem. Next, we develop two sets of
distributed feedback algorithms to solve this problem - one
which merges the rate assignments at the MAC and transport
layers (one-shot), and one which coordinates them (modular).
We show that both sets of algorithms converge to the same
equilibrium. In particular, we show that the addition of queues
between the transport and MAC layers can actually facilitate
the coordination required for the modular algorithm with only
minimal modification to existing protocols. Practical distributed
implementation and its impact on the convergence of both
algorithms is addressed.

I. INTRODUCTION

With the advent of 3G and 4G networks, the challenges
of optimal resource allocation have moved to the forefront
of wireless network design. Not only is the wireless medium
a shared and limited resource, but it suffers from randomly
fluctuating channel conditions. In a data-only network where
users can tolerate variable transmission rates and delays,
we would like to respond to these random fluctuations by
adapting transmission rates for efficient channel utilization.
This is similar to that of modern IP protocols for wired
networks. Unlike users in a wired network, however, a
wireless user’s rate is regulated by both the transport layer
(in response to the congestion status of the links in the core),
and the MAC layer (in response to the interference levels and
channel quality of the wireless medium). Traditional network
design favors a ”black-box” approach in which the transport
and MAC layer protocols are designed and implemented
separately, but this approach inherently limits the information
available to each module and may prohibit an optimal re-
source allocation. In addition, interactions between transport
and MAC layers can significantly degrade performance in
terms of both throughput and delay [2], [17]. The recognition
of the fact that the “black box” approach may not be optimal
for wireless networks has led to a renewed interest in cross-
layer design.

In this paper, we consider a wideband CDMA network
with variable transmission rates, similar to the CDMA2000
and 1xEVDO systems. Mobiles communicate with the base
stations (single-hop), which are connected directly to the
wired IP network. In other words, we have a multi-hop

Fig. 1. Single-Hop Cellular Network Structure

network in which the first hop for some users is a wireless
CDMA link, as shown in Figure 1. Using this context, we
formulate the optimal rate assignment task as a constrained
convex optimization problem. We then develop two sets of
distributed feedback algorithms to solve this problem. The
first set of algorithms algorithm merges the rate control func-
tionality of the MAC and transport layers by assigning a sin-
gle rate for each user which is a function of both interference
and congestion constraints, as shown in Figure 2(a). This is
referred to as the one-shot approach. The problem with this
approach is, as with many cross-layer designs, that it does
not respect the modularity of the protocol stack. With this in
mind, we develop a second set of algorithms which allows for
a coordinated control of rate at both the MAC and transport
layers. This approach, referred to as the modular approach,
allows the MAC and transport protocols to be implemented
separately, as shown in Figure 2(b). We then show that
both the one-shot and modular algorithms result in the same
(cross-layer) optimal rate allocation. Furthermore, we show
that the modular algorithm can actually be implemented with
only minimal modification to existing protocols.

The remainder of the paper is organized as follows.
Section II contains background material including related
works, network setting and CDMA interference models, and
the formulation of the rate-assignment task as a constrained
optimization problem. Section III details the design of the
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Fig. 2. Internal Structure of a Wireless User

one-shot rate assignment algorithm, while Section IV details
the design of the modular algorithm. Section V describes
how to implement these algorithms in a distributed manner,
and addresses the impact that the distributed implementations
have on the convergence of the algorithms. Finally, Section
VI discusses possible performance trade-offs between the
two algorithms, and details areas for further investigation.

II. BACKGROUND MATERIAL

A. Related Works

We choose to examine the resource allocation problem
using an optimization framework. In other words, we seek
to optimize the rate assignments subject to the interference
and congestion constraints dictated by the wireless and wired
mediums. Conceptually, this is similar to a large body of
work on congestion control in wired TCP (see [10], [12],
[15], [16], [25]). This work on congestion control in wired
networks has been extended to wireless networks in various
contexts, addressing such issues as multiple QOS constraints,
cross-layer design, rate control, power control, or capacity
constraints (see [4], [5], [7]-[9], [18]-[24]).

In this, our work is somewhat related to the cross-layer
design in [5]. In this work, the authors address joint rate
and power control for ad-hoc wireless networks. The main
difference between this and our work is the treatment of wire-
less constraint. The authors in [5] treat wireless connections
as links with variable capacity (using a generalized notion
of information theoretic capacity). This allows the authors
to decompose the problem into separate rate and power
assignments using message passing. Such a characterization
of capacity is problematic, since a time-varying capacity need
not be a sufficient constraint on decodability. This issue be-
comes even more critical in the context of delay. On the other
hand, we work directly with a constraint on SINR, which is
far more practical from an implementation standpoint. Such
a constraint does not allow for the decomposition used in
[5], making the practical distributed implementation of our
scheme more challenging.

In addition, our work is related to the cross-layer design
in [14]. In this work, the authors address joint scheduling

and rate control in wireless multi-hop networks. The idea
of introducing queues at the wireless link in these papers is
similar to our work. The introduction of these queues (which
we refer to as MAC layer queues) allows for the overlay of
two sets of rate control problems: 1) at the transport layer,
and 2) at the wireless link. The main difference between [14]
and our work is in the formulation of the latter problem. In
[14], this problem is addressed as a general time scheduling
rate-control problem. This hinders the development of distri-
bution solutions at the wireless link. On the other hand, we
restrict our attention to a CDMA system, where we can use
the dynamic variations of the spreading gain, feasible rate
region, and bases’ signaling to provide optimal rate control
at the wireless link.

B. Network Setting and CDMA Interference Model

We use the following notation. There are a total of M
sources transmitting with transport-layer rate xi. Without
loss of generality, the set of all sources can be ordered as
{1, . . . , N, N + 1, . . . , M}, where the first N are wireless
sources. Each wireless source transmits over the air with
MAC-layer rate αi.

There is a set J = {1, 2, . . . , N} of wired links, each
with capacity Cj . The set of wired links used by source i is
fixed, and denoted by li. The routing function is defined as

ψij =
{

1 ifj ∈ li
0 ifj /∈ li

There is a set L of L CDMA-based wireless sectors
associated with wireless access points (bases). The tracking
base for wireless source i, denoted b(i), is the base to
which wireless source i is connected. This is also the
base responsible for wireless source i’s power control. For
simplicity, we assume that each wireless source is tracked by
exactly one base, and each base tracks exactly one sector. Pi

is the transmitted power for user i, and gil is the channel gain
(assumed to be fixed). W is the chip bandwidth, and N0 is
the thermal noise density. The spreading gain for mobile i
is defined as si = W

αi
.

Consider wireless source i which is tracked by sector l =
b(i). The bit energy per interference power density of mobile
i at base station l can be written as

Eb

I0

l

(i) =
siPigil

N0W +
∑N

k=1,k �=i Pkgkl

(1)

where N0 is the thermal noise density. The signal-to-noise
ratio of mobile i at base station l can then be written as
SINRl(i) = Eb

I0

l
(i)(αi

W ).
Notice that in an interference limited system such as

CDMA, the relationship between SINR and information rate
given by the Shannon equation can be approximated as a
linear one (i.e. log(1 + y) ≈ y when y � 1) [13]. This
means that an increase in MAC rate αi translates directly
into a linear increase in information rate if and only if Eb

I0
is kept the same (e.g. at γ). In other words, we assume the
condition Eb

I0
= γ is a necessary condition for decodability

of transmissions of information at a rate proportional to αi

[26].
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C. Cross-Layer Optimization Problem

In order to address rate-control as a constrained opti-
mization problem, we must first introduce the notion of
feasible rate assignments. We say a pair of rate vectors
(x1, . . . , xM ) and (α1, . . . , αN ) is a feasible rate solution
if there exists a power vector (P1, . . . , PN ) such that the
following conditions are satisfied:

• ∑M
i=1 xiψij � Cj ∀j ∈ J

• ∑N
i=1 Pigil � KN0W ∀l ∈ L

• Eb

I0

l
(i) = γ ∀i � N and l = b(i)

• xi = αi ∀ i � N

where γ is a pre-specified value (see previous section for
further discussion).

In order to establish the feasibility of a vector of rates, we
need to first solve Eqn (1) to calculate the appropriate power
vector, then establish the validity of the above conditions.
We see that the first condition is simply the link capacity
constraint for the wired network [15], and depends on
the routing matrix ψ. The second condition is used as an
alternative to limiting individual transmission power at each
wireless source [1], and depends on both sector assignments
and the channel conditions. The third condition guarantees
an acceptable BER for wireless transmissions, and the fourth
condition guarantees the stability of MAC layer queues.

In [18] and [21], we have developed a simpler feasibility
region with a linear-type structure. Using similar modifica-
tions, we formally define our feasibility region.

Definition 1: A pair of rate vectors (x1, . . . , xM ) and
(α1, . . . , αN ) belongs to the feasible region ∆ if and only if
it satisfies the following conditions:

C1.
∑M

i=1 xiψij � Cj ∀ j ∈ J
C2.

∑N
i=1

αi

W+γαi

gil

gib(i)
� K

γ(1+K) ∀ l ∈ L
C3. xi = αi ∀ i � N
Having established a region of feasible rate vectors,

we wish to choose a rate vector that is proportional fair
[10]. This is equivalent to optimizing the utility function∑M

i=1 log(xi), resulting in the following optimization prob-
lem:

P. Find the pair of rate vectors (x, α) that is the
solution to:

(x∗, α∗) = arg max
(x,α)∈∆

M∑
i=1

log(xi)

In the remainder of the paper, we will see how opti-
mization and dual theory can be used to develop distributed
solutions to Problem P.

III. DISTRIBUTED ALGORITHM I: ONE-SHOT RATE

ASSIGNMENT

We begin our discussion of distributed rate-assignment
algorithms with a one-shot approach which follows the
structure of Figure 2 (b). Rather than having separate MAC
and transport layer rates, we work with a single rate xi by
absorbing Condition C3 (i.e. replacing αi with xi in Condi-
tion C2). This results in a constrained convex optimization

Fig. 3. Control-Theoretic View of One-Shot Rate Assignments

problem whose associated Lagrangian is:

LC(x, λ, µ) =
M∑
i=1

log(xi) −
J∑

j=1

λj

(
M∑
i=1

xiψij − Cj

)

−
L∑

l=1

µl

(
N∑

i=1

gil

gib(i)

xi

W + γxi
− K

γ(1 + K)

)

The dual problem can then be formulated as follows:

DP. Find the Lagrange multipliers (λ1, . . . , λJ) and
(µ1, . . . , µL) such that they solve

min
µ,λ�0

M∑
i=1

φi(qi, pi) +
J∑

j=1

λjCj +
K

γ(1 + K)

L∑
l=1

µl

where

qi =
J∑

j=1

λjψij

pi =

{ ∑L
l=1

gil

gib(i)
µl i = 1, . . . , N

0 i = N + 1, . . . , M

φi(qi, pi) = max
x

(
log(x) − xqi − x

W + γx
pi

)
Notice that for a given set of Lagrange multipliers,

φi(qi, pi) is an autonomous rule that can be implemented at
each source using locally available information. This is an
extremely attractive property since it allows for distributed
computation of the rate assignments. When the multipliers
are chosen appropriately, the autonomous rule φi(qi, pi)
results in a globally optimal, proportional fair solution. If we
continually update these multipliers, we can actually respond
to changes in the network by constructing a distributed feed-
back loop, as shown in Figure 3. This can be done by using
a gradient projection method to generate the multipliers.
The wired and wireless networks generate regulatory signals
through gradient projection. These signals combine to form
aggregate signals which, in turn, are used by the sources
to select their transmission rate. This not only facilitates
distributed computation of the rate assignments, but also
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allows for continuous adaptation to changing network condi-
tions. The resulting algorithm consists of the following three
components:

Base Algorithm

Each base station produces a regulatory signal (Lagrangian
multiplier µl) that indicates the level of interference at
that sector. This signal evolves according to the following
difference equation:

∆µl =

{
β(

∑N
i=1

gil

gib(i)

xi

W+γxi
− K

γ(1+K) ) if µl(t) > 0

β[
∑N

i=1
gil

gib(i)

xi

W+γxi
− K

γ(1+K) ]
+ if µl(t) = 0

(2)
where β is a constant and

∑N
i=1

gil

gib(i)

xi

W+γxi
is a measure

of interference at each sector. These signals are then used to
generate the aggregate signals p.

Wired Link Algorithm

Each link produces a regulatory signal (Lagrangian mul-
tiplier λj) that indicates the level of congestion at that link.
This signal evolves according to the following difference
equation:

∆λj =

{
ξ(

∑M
i=1 xiψij − Cj) if λj(t) > 0

ξ[
∑M

i=1 xiψij − Cj ]+ if λj(t) = 0
(3)

where ξ is a constant and
∑M

i=1 xiψij is the total traffic on
link j. These signals are then used to generate the aggregate
signals q.

Source Algorithm

Each source reacts to the levels of interference and con-
gestion, indicated by the base station and link coordination
signals, by adjusting its rate such that

xi = arg max
x

(
log(x) − xqi − x

W + γx
pi

)
(4)

IV. DISTRIBUTED ALGORITHM II: MODULAR RATE

ASSIGNMENTS

The previous section describes a distributed one-shot rate
assignment algorithm which produces a transmission rate at
each source. This requires a complete elimination of the
protocol stack for wireless sources. In reality, it is desirable
to implement transport and MAC layer protocols in separate
modules following the structure of Figure 2 (a). In such a
case, each wireless user has both a transport layer rate xi,
and a MAC layer rate αi. Throughout this section, we seek
to develop a distributed rate assignment algorithm with this
structure that still converges to the same (cross-layer) optimal
point, i.e. the solution to Problem P.

The challenge in directly applying dual methods to Prob-
lem P is that

∑M
i=1 log(xi) is not concave in MAC rates αi.

In order to remedy this we write the utility of wireless user
i as:

log(xi) = (1 − σ) log(xi) + σ log(xi)
= (1 − σ) log(xi) + σ log(αi)

where 0 < σ < 1 is a constant. This does not change the
solution to the problem since Condition C3 ensures xi = αi.
To simplify notations, we define

Vi(xi) =
{

log(xi) if i > N
(1 − σ) log(xi) if i � N

We now have the following modified problem statement:

P’. Find the pair of rate vectors (x, α) that is the
solution to:

(x∗, α∗) = arg max
x,α∈∆

N∑
i=1

σ log(αi) +
M∑
i=1

Vi(xi)

As with Problem P, we again have a constrained convex
optimization problem. Consider the Lagrangian associated
with P’:

LM (x, α, λ, µ, ν+, ν−) =
N∑

i=1

(1 − σ) log(αi) +
M∑
i=1

Vi(xi)

−
J∑

j=1

λj

(
M∑
i=1

xiψij − Cj

)

−
L∑

l=1

µl

(
N∑

i=1

gil

gib(i)

αi

W + γαi
− K

γ(1 + K)

)

−
N∑

i=1

ν+
i (xi − αi) −

N∑
i=1

ν−
i (αi − xi)

The dual problem can then be formulated as follows:

DP’. Find the Lagrangian multipliers (λ1, . . . , λJ),
(µ1, . . . , µL), (ν+

1 , . . . , ν+
N ) and (ν−

1 , . . . , ν−
N ) such

that they solve

min
λ,µ,ν�0

M∑
i=1

φi(qi, νi) +
N∑

i=1

ρi(pi, νi)

+
J∑

j=1

λjCj +
K

γ(1 + K)

L∑
l=1

µl

where qi and pi are as defined in Section III, and

νi =
{

ν+
i − ν−

i if i � N
0 if i > N

φi(qi, νi) = max
x

(Vi(x) − x(qi + νi))

ρi(pi, νi) = maxα ( (1 − σ) log(α) + ανi

− α
W+γαpi )

Similar to the one-shot design, φi(qi, νi) and ρi(pi, νi) are
autonomous rules that can be implemented at each source
using locally available information. In this case, however,
we see the addition of a “cross-layer coordination signal”,
νi. This signal is used to coordinate each user’s two separate
rate adjustments: one at the transport layer (xi), and one at
the MAC layer (αi). Again we use gradient projection to gen-
erate the Lagrange multipliers. This allows us to construct a
distributed feedback loop that continually adapts to changing
network conditions, shown in Figure 4. Although this is the
same basic structure as the one-shot design, we now have
an inner feedback loop corresponding to the MAC layer rate
assignment and an outer feedback loop corresponding to the
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Fig. 4. Control-Theoretic View of Modular Rate Assignments

transport layer rate assignment. The cross-layer coordination
signal is used to coordinate the operation of these two loops.
The resulting algorithm consists of five components:

Base Algorithm

Identical to the Base Algorithm presented in Section III,
except that xi is replaced by αi in Eqn (2).

Link Algorithm

Identical to the Link Algorithm presented in Section III.

Wireless Algorithm

Each wireless source produces two internal coordination
signals (Lagrangian multipliers ν+

i and ν−
i ) that indicate

the difference between transport and MAC layer rates at
that source. These signals evolve according to the following
difference equations:

∆ν+
i =

{
ζ1(xi − αi) if ν+

i (t) > 0
ζ1[xi − αi]+ if ν+

i (t) = 0
(5)

and

∆ν−
i =

{
ζ2(αi − xi) if ν−

i (t) > 0
ζ2[αi − xi]+ if ν−

i (t) = 0
(6)

where ζ is a scalar. Note that these signals are generated
only at the wireless sources, and are then used to generate
the aggregate signals ν.

Transport Layer Source Algorithm

Each source reacts to the levels of congestion (indicated
by the link coordination signals) and the mismatch between
transport and MAC layer rates (indicated by the cross-layer
coordination signals) by adjusting its transport-layer rate
such that

xi = arg max
x

(Vi(x) − x(qi + νi)) (7)

This algorithm is run at both wired and wireless sources.

MAC Layer Source Algorithm

Each wireless source reacts to the interference levels at
each sector (indicated by the base coordination signals) and

the mismatch between transport and MAC layer rates (indi-
cated by the cross-layer coordination signals) by adjusting
its MAC-layer rate such that

αi = arg max
α

(σ log(α) + ανi − α

W + γα
pi) (8)

This algorithm is run only at the output of wireless sources.

V. PRACTICAL DISTRIBUTED IMPLEMENTATION

Although the formulations described in Sections III and
IV allow for parallel computations, this does not necessarily
correspond to a practical distributed control mechanism. In
other words, the Lagrange multipliers need not be locally
available, even though they can always be computed in
parallel. Previously, we have addressed the practical im-
plementation of the one-shot algorithm (see [20]). In this
section, we show that the modular algorithm can also be im-
plemented in a distributed manner with reasonable overhead.
We also discuss how the distributed implementation impacts
the convergence results for both sets of algorithms.

A. Signaling Mechanisms

Since the computation and communication of regulating
signals is the basis of the distributed algorithms described in
previous sections, it is natural to start by discussing how this
information is exchanged in a practical setting. In particular,
we are interested in addressing:

1. the computation of the regulating signals µ and the
availability of the corresponding aggregate signals
p

2. the computation of the regulating signals λ and the
availability of the corresponding aggregate signals
q

3. the computation of the regulating signals ν+ and
ν−.

Recall the base algorithm from Eqn (2). This equation
requires each base to know information about the load at all
other bases. In order to facilitate distributed computation, we
introduce the following alternative which approximates the
original solution:

∆µl �
{

β(
∑N

i=1
Pigil

N0W − K) if µl(t) > 0
β[

∑N
i=1

Pigil

N0W − K]+ if µl(t) = 0
(9)

The quantity
∑N

i=1
Pigil

N0W can be measured at each base
station [1], and represents the overall interference. We refer
to this quantity as Rise Over Thermal (ROT).

Once the regulating signals µl are computed at each base,
they are used to generate aggregate signals for each mobile.
Recall the definition of each user’s aggregate wireless signal
pi =

∑L
l=1

gil

gib(i)
. At first glance it seems that in order

to calculate pi, each mobile requires full knowledge of
the channel. In [18] and [21] we have shown that there
exists a practical solution to this problem using the CDMA
pilot signal, PS, and a pricing pilot signal, PPS. This pilot
symbol is transmitted with a power level proportional to
the base signal, µl. Hence pi can be calculated as pi =
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Fig. 5. MAC Layer Buffer and Token Bucket Structure

∑L
l=1

gil

gib(i)
µl � EP P S

T R

EP
T (b(i))

where EPPS
TR and EP

T (b(i)) are
quantities which can be measured locally by mobile i (see
[18] and [21] for more details).

The practical scheme to compute the wired link signals λ
and the corresponding aggregate signals q is well understood
since Eqn (3) has a well-known interpretation in terms of
queue delay at each link [5], [15], [16]. When dealing with a
discrete-time system, however, the usual differential equation
for queueing delay λ̇j = 1

Cj
(
∑M

i=1 xiψij − Cj) becomes

∆λj = ∆t
Cj

(
∑M

i=1 xiψij−Cj), where ∆t is the time between

successive updates. In other words, if we take ξ = ∆t
Cj

, then
λj is the queueing delay at link j, and qi is user i’s end-to-
end queueing delay in the wired IP network. Regarding wire-
less users running the modular algorithm in a real system,
however, it is αi, and not xi, which determines the queuing
delay at the intermediate wired links. As such, we propose to
approximate ∆λj ≈ ∆t

Cj
(
∑N

i=1 αiψij+
∑M

i=N+1 xiψij−Cj).
It is left to address the practical implementation of the

cross-layer coordination signals νi+ and ν−
i in the context

of the modular algorithm. It is interesting to note that the
the queueing delay interpretation above also applies here.
When ζ1 = ∆t

αi
and ζ2 = ∆t

xi
, Eqns (5) and (6) are similar to

the queueing delay equations if we think of two imaginary
queues (see Figure 5): one with input traffic rate xi and
capacity αi (Queue 1), and one with input traffic rate αi

and capacity xi (Queue 2). Thus we choose ζ1 = ∆t
αi

and
ζ2 = ∆t

xi
to ensure that the quantities ν+

i and ν−
i can be

interpreted as the delays associated with Queues 1 and 2,
respectively. This configuration is shown in Figure 5, and
is similar to the concept of token buckets (see [6], [11],
and references therein). Every time the transport layer sends
traffic to Queue 1, it empties the same amount of traffic from
Queue 2. Similarly, every time the MAC layer removes traffic
for transmission from Queue 1, it adds the same amount of
traffic to Queue 2. Queue 1 is now our actual link, and Queue
2 is our token bucket. The difference between this and the
traditional token bucket is that we do not use the token bucket
to regulate service rate, but instead use it to keep track of
the mismatch between two rates, xi and αi.

Thus far, we have explained how the addition of a MAC-
layer buffer and token bucket facilitates an online and prac-
tical computation of ν+ and ν−. In reality, the addition of a
MAC-layer buffer and token bucket has a three-fold impact:
1) it eliminates the need for explicit computation of the cross-
layer coordination signals, 2) it creates a natural distributed
and adaptive priority scheme based on the MAC buffer and
token bucket length (as νi = ν+

i −ν−
i increases user i’s local

rule becomes more aggressive), and 3) it allows the transport
layer protocol to unconsciously take interference levels into
account without any major modification of current protocols.
In order to understand the third impact, recall that TCP Vegas
uses end-to-end queueing delay as its feedback mechanism
[15]. This quantity is obtained by measuring the round-trip-
time and subtracting the propagation delay. Looking at Eqn
(7), we notice that the quantity qi + νi is nothing more
than the end-to-end queueing delay (qi + ν+

i ) minus the
token bucket delay (ν−

i ). In other words, the only necessary
modification to current transport layer protocols is to subtract
the token bucket delay (in addition to the propagation delay)
from the round-trip time!

B. Convergence Result

Typically, the convergence of gradient projection algo-
rithms is dependent upon the step-size being “small enough”
(see [3], pages 212-215). Recall, however, that our interpre-
tation of the Lagrangian multipliers as queueing delays was
based on choosing the step size as ∆t

C , where C is the link
capacity or service rate at a queue. As a result, to guarantee
convergence we must simply run the algorithm “fast enough.”
This means that the convergence of both the one-shot and
modular algorithms is dependent upon the time-scale of the
distributed feedback loops shown in Figures 3 and 4.

With these issues in mind, we present the following
theorems regarding the convergence of the one-shot and
modular algorithms. The proof of these theorems can be
found in [19].

Theorem 1: There exist values β0 and δ0 such that for all
β < β0 and for all δ < δ0, if ξj = δ

Cj
∀j then the one-shot

distributed algorithm described by Eqns (2)-(4) converges to
the solution to Problem P.

Theorem 2: There exist values β0 and δ0 such that for
all β < β0 and for all δ < δ0, if ξj = δ

Cj
, ζ

(i)
1 = δ

αi
, and

ζ
(i)
2 = δ

xi
then the modular algorithm described by Eqns (2)-

(3) and Eqns (5)-(8) converges to the solution to Problem P’.

VI. CONCLUSIONS

In this paper, we have developed two sets of algorithms for
optimal resource allocation in variable-rate CDMA networks.
The first algorithm is a one-shot approach which merges
the functionality of the transport and MAC layers, while the
second is a modular approach which attempts to coordinate
the two separate layers. We show that the addition of queues
between the transport and MAC layers actually facilitates
the coordination necessary for the modular approach with
only minimal modification of current protocols. Finally, we
discuss how the use of queueing delay as a congestion
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feedback mechanism impacts the convergence results of both
algorithms.

The most important avenue of future research is a de-
tailed comparison of the one-shot and modular algorithms.
Although we know these algorithms will converge to the
same cross-layer optimal rate assignment (i.e. the solution
to Problem P), the dynamic behaviors of these algorithms
will almost certainly differ. Early simulation results indicate
that the modular algorithm tends to result in longer end-
to-end queueing delays, due largely to the addition of the
MAC layer queues for each wireless user. On the other hand,
the structure of the modular algorithm allows the MAC and
transport layer updates to be run at different time-scales. We
believe that the choice of parameters (e.g. ∆t, σ, etc) will
play an important role in this trade-off in particular, and in
the dynamic behavior of the algorithms in general.
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