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Abstract— In this paper we consider some design aspects
of distributed controllers that guarantee a (H∞ or H2)
performance level. In particular, we consider two design
problems. First is the case where, without loss of generality,
there are two distributed subcontollers connected to a
(generalized) plant and the interest is placed in minimizing
the number of noise-free (and dynamics free) communication
channels between the subcontrollers needed to provide a given
performance. The second is the case where, given specific
signals to be communicated among the subcontrollers, noise
is present and we seek to guarantee a performance level while
keeping the communication signal to noise power limited.
We take an LMI approach to provide solution procedures to
these problems and present examples that demonstrate their
efficiency.

Keywords: LMI, distributed, communication, convex-
relaxation

I. INTRODUCTION

In large, complex and distributed systems it is often de-
sirable to implement the controller in a distributive manner.
Such a task is becoming increasingly relevant because of
the use of massively parallel systems that employ large
numbers of sensors and actuators. In such applications, the
controller can not be realized at a single station due the
associated large computational load. This issue raises the
important question on how to divide the control task into the
various stations and characterize the effect communication
constraints and noise in the overall system performance.

Several results on distributed and structured control syn-
thesis using recently developed techniques are by now avail-
able (e.g., [1], [3], [10].) In these works, the communication
between the various control sites is assumed to be without
noise or other forms of uncertainty. In the context of net-
worked control, there are also several works that deal with
the effects of channel communication limitations from a
single control site to the (physical) plant and vice versa (e.g.,
communication delay [8], packet loss [6], power constraint
[2], communication noise [2] and limited bandwidth of
communication channel [5], [9], [12], [16], [17].) Research
that considers communication effects between subcontroller
to subcontroller in a distributed architecture has started
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to emerge in [13], [14], [15] where the Youla-Kucera
parametrization is used to lead to convex formulations of
the underlying problems. It is along this third research
direction that the current paper contributes to the synthesis
of distributed controllers by taking an LMI approach.

Specifically, in this paper we consider some design
aspects of distributed controllers that guarantee a (H∞
or H2) performance level. In particular, we consider two
design problems. First is the case where, without loss of
generality, there are two distributed subcontrollers con-
nected to a (generalized) plant and the interest is placed in
minimizing the number of noise-free (and dynamics free)
communication channels between the subcontrollers needed
to provide a given performance. The second is the case
where, given specific signals to be communicated among the
subcontrollers, noise is present and we seek to guarantee a
performance level while keeping the communication signal
to noise power limited. We take an LMI approach to provide
solution procedures to these problems and present examples
that demonstrate their efficiency.

The rest of the paper is organized as follows. In Section
II, we introduce the basic setup of our design problem. In
Section III, we formulate the limited link problem and pro-
pose an LMI-based iteration method to find the distributed
controller with the least communication links that achieves
a pre-specified performance. In Section IV, we consider H2

and H∞ design that accounts for communication noise,
and we propose iteration-based mehtods. In Section V, we
conclude.

II. BASIC SETUP

This paper deals with distributed controller design for
linear time-invariant (LTI) systems taking into account com-
munication effects such as limited links and communication
noise. The LTI continuous time system G is Figure 1 is
described as

ẋ = Ax + Bww + Bu

z = Czx + Dzww + Dzuu

y = Cx + Dyww

(1)

There are l measured (possibly vector) outputs y =
[y

′
1, y

′
2, . . . , y

′
l ]

′
and l (possibly vector) control inputs u =

[u
′
1, u

′
2, . . . , u

′
l]

′
; z and w represent respectively the outputs

to be regulated and the exogenous disturbances. The stan-
dard conditions are that (A,B) is stabilizable and (A,C)
is detectable.
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Fig. 1. The n control input-output plant

We want to design a controller u = Ky in a distributed
fashion such that the closed-loop map of interest Φ =
Φ(G,K) := w → z satisfies certain design objectives.
In particular, the controller K needs to be distributed to
l subcontrollers Kj associated with the pairs (uj , yj) in a
fully connected architecture. The structure of subcontroller
Ki is shown in Figure 2, where {vij}j �=i are the signals
from subcontroller Kj to subcontroller Ki. For simplicity,

Fig. 2. The local controller Ki

we only consider the case of l = 2; the more general
case can be treated similarly. The controller K is dis-
tributed to 2 subcontrollers K1 and K2 associated with the
corresponding communication signals v1, v2 between two
subcontrollers, as shown in Figure 3. The system parameters

Fig. 3. The Communication Structure

are partitioned correspondingly as: B = [B1, B2], Dzu =
[Dzu1, Dzu2], C = [C

′
1, C

′
2]

′
, Dyw = [D

′
yw1, D

′
yw2]

′
.

The dimensions of the signals x, w, u1, u2, z, y1, y2 are
n, m2, q1, q2, m1, p1, p2 respectively.

III. THE MINIMAL LINK PROBLEM

Our design problem is stated as follows. Given a desired
system H∞ performance level γ, i.e., ‖w → z‖ < γ, find
conditions for the existence of a K with a distributed archi-
tecture {K1, K2} and the least number of communication
links, i.e. minimize the dimension of (v

′
1, v

′
2)

′
.

Suppose the two subcontrollers have orders nK1 , nK2

respectively and state-space forms as follows.

Ki : ẋKi = AKixKi + BKiiyi + BKij vj

uKi = CKi1xKi + DKi1iyi + DKi1j vj

vi = CKi2xKi + DKi2iyj

(2)

where i, j ∈ {1, 2} and i �= j.

Define

Θ11 :=

[
AK1 BK11

CK11 DK111

]
, Θ12 :=

[
BK12

DK112

]
[CK22 DK222 ]

Θ22 :=

[
AK2 BK22

CK21 DK212

]
, Θ21 :=

[
BK21

DK211

]
[CK12 DK121 ]

and

Θ :=
[

Θ11 Θ12

Θ21 Θ22

]
Then the overall controller can be formulated as:

ẋK = L1ΘL2xk + L1ΘL3y

u = L4ΘL2xk + L4ΘL3y
(3)

where

L1 =
[

InK1
0 0 0

0 0 InK2
0

]
L3 =

[
0 Ip1 0 0
0 0 0 Ip2

]′

L2 =
[

InK1
0 0 0

0 0 InK2
0

]′

L4 =
[

0 Iq1 0 0
0 0 0 Iq2

]
Hence, the closed-loop system is:[

ẋ
ẋK

]
=

[
A + BL4ΘL3C BL4ΘL2

L1ΘL3C L1ΘL2

] [
x

xK

]

+
[

Bw + BL4ΘL3Dyw

L1ΘL3Dyw

]
w

z = [Cz + DzuL4ΘL3C, DzuL4ΘL2]
[

x
xK

]
+ [Dzw + DzuL4ΘL3Dyw]w

(4)

Define

A0 =
[

A
0

]
, B =

[
BL4

L1

]
, B0 =

[
Bw

0

]
C = [L3C, L2], D12 = DzuL4, D21 = L3Dyw

C0 = [Cw, 0]

In [11] it is shown that the H∞ performance is less than
γ if and only if there exists a matrix Xcl and Θ such that⎡
⎢⎣ (A0 + BΘC )

′
Xcl + ∗ ∗ ∗

(B0 + BΘD21)
′
Xcl −γI ∗

(C0 + D12ΘC )
′

(D11 + D12ΘD21) −γI

⎤
⎥⎦ < 0

(5)
Let

ΨXcl =

⎡
⎣ A

′
0Xcl + XclA0 XclB0 C

′
0

B
′
0Xcl −γI D

′
11

C0 D11 −γI

⎤
⎦

P = [B
′
, 0, D

′
12], PXcl = [B

′
Xcl, 0, D

′
12], Q = [C , D21, 0]

then Equation (5) becomes

ΨXcl
+ Q

′
Θ

′
PXcl

+ P
′
Xcl

ΘQ < 0 (6)

The relevant problem we would like to solve is to find the
matrices Xcl and Θ to satisfy the inequality (6) for given
γ and minimize

rank(Θ12) + rank(Θ21).
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which is equivalent to minimize the dimension of the
communication signals v1 and v2.

In general, this is a non-convex problem. We first intro-
duce the following lemma to convert it to a more convenient
form for design.

Lemma 3.1: [7] Let X ∈ �m×n be a given matrix. Then
rank(X) ≤ r if and only if there exist matrices Y = Y

′ ∈
�m×m and Z = Z

′ ∈ �n×n such that

rank(Y ) + rank(Z) ≤ 2r,

[
Y X

X
′

Z

]
≥ 0

Through Lemma 3.1, the non-convex objective
min rank(Θ12) + rank(Θ21) is equivalent to

min rank(Y1) + rank(Z1) + rank(Y2) + rank(Z2)[
Y1 Θ12

Θ
′
12 Z1

]
≥ 0,

[
Y2 Θ21

Θ
′
21 Z2

]
≥ 0

(7)

Due to the hardness of rank minimization, we could try
to solve an alternate problem, i.e.

min Tr(Y1) + Tr(Z1) + Tr(Y2) + Tr(Z2)[
Y1 Θ12

Θ
′
12 Z1

]
≥ 0,

[
Y2 Θ21

Θ
′
21 Z2

]
≥ 0

ΨXcl
+ Q

′
Θ

′
PXcl

+ P
′
Xcl

ΘQ < 0

(8)

Note that problem (8) is still non-convex since the second
inequality constraint is a bilinear matrix inequality (BMI)
in Xcl and Θ. We now propose the following algorithm to
solve this constrained optimization problem.

i. Solve the unconstrained problem, i.e. no rank con-
straints. From the Projection Lemma [4], there exists
a matrix Θ satisfying Equation (6) if and only if the
inequalities

Q⊥′
ΨXcl

Q⊥ < 0

P⊥
Xcl

′
ΨXcl

P⊥
Xcl

< 0
(9)

both hold. Hence, we can get arbitrarily close to the
optimal performance γ∗ and the corresponding Xcl.

ii. For the given performance γ(≥ γ∗), use the matrix
Xcl in step i or iii and γ to solve the following LMI
to get Θ:

min
Θ

Tr(Y1) + Tr(Z1) + Tr(Y2) + Tr(Z2)

ΨXcl
+ Q

′
Θ

′
PXcl

+ P
′
Xcl

ΘQ < 0[
Y1 Θ12

Θ
′
12 Z1

]
≥ 0,

[
Y2 Θ21

Θ
′
21 Z2

]
≥ 0,

(10)

iii. Fix γ and Θ in step ii, solve the following LMI to
get Xcl:

ΨXcl
+ Q

′
Θ

′
PXcl

+ P
′
Xcl

ΘQ < 0 (11)

iv. Repeat step ii and step iii to get a convergent result.
Let r1=rank(Θ21) and r2=rank(Θ12). Conduct the SVDs

of Θ12 and Θ21, i.e. Θ21 = U1Λ1V
′
1 ,Θ12 = U2Λ2V

′
2 .

Define

Uii = Ui

[
Iri

0

]
, Vii = Vi

[
Iri

0

]

Λri
=

[
Iri

0

]′

Λi

[
Iri

0

]
.

(12)

Then one possible choice of signals and parameters is:

v1 = Λ
1
2
r1V

′
11

[
xK1

y1

]
, v2 = Λ

1
2
r2V

′
22

[
xK2

y2

]
BK12 = [I, 0]U22Λ

1
2
r2 , DK112 = [0, I]U22Λ

1
2
r2

BK21 = [I, 0]U11Λ
1
2
r1 , DK211 = [0, I]U11Λ

1
2
r1

(13)

Other parameter matrices can be determined from the
matrix Θ. Other choices for v1, v2 are possible, but their
dimensions are kept constant, i.e., r1, r2 respectively.

A. Remarks

Any centralized controller of state dimension nK1 +nK2

can be split to K1 and K2 as in Equation (2). If nK1 +
nK2 ≥ n, then there are always feasible solutions for any
γ ≥ γ∗, where γ∗ is the optimal centralized performance
of the map ‖w → z‖.

We have the freedom to choose nK1 , nK2 , and the choice
may affect the final solution. For the decentrally stabilizable
systems, the off-diagonal sub-matrices of Θ will converge
to 0 for sufficiently large γ and a suitable initial value of
F .

We only considered the case of l = 2. If l >
2, then the controller parameter matrix becomes Θ =⎡
⎢⎣

Θ11 · · · Θ1l

... · · · ...
Θl1 · · · Θll

⎤
⎥⎦ and we need minimize the rank of

each off-diagonal matrix Θij , where i �= j. The same
relaxation procedure will work.

B. Example
Consider a randomly generated LTI system described by

ẋ =

⎡
⎢⎣

1.9598 −1.7492 −0.0791 −0.1176
2.2433 −0.7607 −0.1640 0.5221
1.1384 0.7075 1.2717 1.5545

−0.8888 −0.0649 1.0258 −0.2202

⎤
⎥⎦ x

+

⎡
⎢⎣

−2.8639 −0.0833
1.0665 −0.3118

−3.0461 −0.6737
0.1857 0.6033

⎤
⎥⎦ w +

⎡
⎢⎣

1.2769 0.9920
0.5591 0.5773
0.4344 −2.1403

−0.1493 0.3521

⎤
⎥⎦ u

z =

⎡
⎣ 0.4858 −0.6656 0.3187 0.5090

−0.4877 −0.1422 −1.1188 −0.8549
−0.0609 −0.1512 0.4833 0.0357

⎤
⎦ x

+

⎡
⎣ −0.3563 0.7599

0.8490 −1.4784
0.1354 0.2198

⎤
⎦ w +

⎡
⎣ −1.2054 0.6365

0.2081 −0.8083
−0.6790 0.0812

⎤
⎦ u

y =

[
0.1469 1.6788 −0.6627 −2.2385

−0.2290 1.2381 −1.9932 −0.8608

]
x

+

[ −2.1272 0.6508
−0.2457 1.4827

]
w

(14)
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The centralized H∞ performance is γ∗ 	 8.0196. Assume
both the two sub-controllers have order 2. Running the
proposed algorithm, we get the results shown in Figure 4.
In this figure we plot the number of links v.s. the system
performance γ.

Fig. 4. System performance vs signal dimension

Remarks: If γ = γ∗, the number of communication
links is 4 instead of 6 in the centralized case, which means
that the optimal performance γ∗ is still achieved with less
communication links.

As γ increases, the number of communication links
decreases, which means that, as expected, the less links we
use, the worse performance the system achieves.

As γ ≥ 10, the number of communication links comes to
0, which means the system is stabilized in a decentralized
way.

IV. COMMUNICATION NOISE

In this section we turn our attention to the situation
where there is communication noise in the transmission of
information between the nodes in the distributed setting.
For simplicity, we only consider the state-feedback problem,
shown in Figure 5. In particular, assume the communication

Fig. 5. State feedback stabilization

signals are: v1 = F21x1, v2 = F12x2, which is a special
case of the setup in Section III. Then the actual control
signals are u1 = F11x1+F12x2+d2, u2 = F21x1+F22x2+
d1, and the closed loop system is

ẋ = (A + BF )x + (Bw, B)
[

w
d

]

z = (Cz + DzuF )x + (Dzw, Dzu)
[

w
d

]

v =
[

v2

v1

]
=

[
F12

F21

] [
x1

x2

]

where x =
[

x1

x2

]
, d =

[
d2

d1

]
, F =

[
F11 F12

F21 F22

]
.

Therefore,

Ac = A + BF, Bc = (Bw, B)

Cc =

⎡
⎣ Cz + DzuF[

F12

F21

] ⎤
⎦ , Dc =

[
Dzw Dzu

0 0

]
.

(15)

We are interested in the interplay between closed loop
performance and communication power needed to achieve
it. If there is no communication noise, any centralized
performance level γ can be achieved with arbitrarily small
communication power. One such scheme is shown in Figure
6: Given any K1 and K2 that achieve a performance level
γ we can scale down by ε the (original) corresponding
transmission signals v1 and v2 before transmitted; at the
receiving end we scale back the received signal by 1

ε to
recover the original signal. Clearly that does not change the
w to z system. As ε can be arbitrarily small, the power of
the (actually) transmitted signals ṽ1, ṽ2 becomes arbitrarily
small.

Fig. 6. Communication scheme with small communication power

If there is no constraint on the power of v1 and v2,
arbitrarily close to any centralized performance level can
be achieved (see Figure 7): Contrary to the above case, we

+

+

Fig. 7. Communication with high power

scale up by a parameter ε−1 the (original) corresponding
transmission signals v1 and v2 before transmitted; at the
receiving end we scale down the received signal by ε.
Equivalently the effect of the noise d1 and d2 on z is scaled
down by ε. As ε can be arbitrarily small, the (actual) closed
loop performance ‖[w′, d′]′ → v‖ is arbitrarily close to γ.

In a more realistic situation, a design objective should
account for the trade offs between closed loop performance
and communication power. A natural problem to investigate
therefore can be posed as

inf
F

‖
[

w
d

]
→ z‖

s.t. ‖
[

w
d

]
→ v‖ ≤ γp

(16)
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where γp is a power level constraint. Rather than using
this formulation we adopt for convenience a simpler design

objective. Let T =
[

Tzw Tzd

Tvw Tvd

]
:=

[
w
d

]
→

[
z
v

]
.

Our basic design problem is defined as

inf
F

‖T‖ (17)

We note that by looking at a weighted version

inf
F

‖
[

I
αI

]
T‖ (18)

and adjusting the parameter α upper bounds to problem (16)
can be obtained and the essential trade-offs can be revealed.

A. H∞ control

For the H∞ control case, Ac is stable and ‖T‖∞ is
smaller than γ iff there exists a symmetric P such that
[11]⎡

⎣ A
′
cP + PAc PBc C

′
c

B
′
cP −γI D

′
c

Cc Dc −γ

⎤
⎦ < 0, P > 0. (19)

In general, this is a non-convex problem and there is not
any standard method to solve it. If we choose P to be a
block diagonal matrix, then it can be converted to a convex
problem. Instead, we propose an iteration-based method to
get a sub-optimal result.

i. Given A and B, find F s.t. A + BF is stable. One
possible choice is to take an (arbitrarily close to)
optimal centralized solution F ∗, which solves the
problem infF ‖w → z‖.

ii. Using F obtained in step i or iii, we can solve the
following optimization problem:

min
P>0

γ⎡
⎣ A

′
cP + PAc PBc C

′
c

B
′
cP −γI D

′
c

Cc Dc −γ

⎤
⎦ < 0, P > 0.

(20)

iii. Fix P , try to find the minimal γ and the corresponding
matrix F such that Equation (19) holds.

iv. Repeat step ii and step iii to get a convergent result.
1) Example: Consider a randomly generated system

ẋ =

⎡
⎢⎣

−1.2705 −0.5412 −0.0113 −0.2640
−1.6636 −1.3335 −0.0008 −1.6640
−0.7036 1.0727 −0.2494 −1.0290

0.2809 −0.7121 0.3966 0.2431

⎤
⎥⎦ x

+

⎡
⎢⎣

−1.2566 −1.0211
−0.3472 −0.4017
−0.9414 0.1737
−1.1746 −0.1161

⎤
⎥⎦ w +

⎡
⎢⎣

1.0641 0.0714
−0.2454 0.3165
−1.5175 0.4998

0.0097 1.2781

⎤
⎥⎦ u

z =

⎡
⎣ −0.5478 −0.5803 −1.4095 −1.1190

0.2608 2.1363 1.7701 0.6204
−0.0132 −0.2576 0.3255 1.2698

⎤
⎦ x

+

⎡
⎣ 0.5362 0.3144

−0.7164 0.1068
−0.6556 1.8482

⎤
⎦ w +

⎡
⎣ −0.8960 −1.1634

0.1352 1.1837
−0.1390 −0.0154

⎤
⎦ u

The centralized optimal performance γ∗ of the map w → z
is approximately 2.0154. Applying the above algorithm to
this example, the optimization procedure terminates after
60 iterations, and the H∞ performance converges to γ̄1 	
3.1284, shown in Figure 8.

0 10 20 30 40 50 60
0

10

20

30

40

50

60

Fig. 8. H∞ performance v.s. iteration

2) Asymptotic Recovery of Centralized Performance:
In this subsection we are interested in the asymptotic
performance of the previously presented design algorithm
when the communication noise becomes arbitrarily small.
In particular, if di = εd̄i with

∥∥d̄i

∥∥ ≤ 1 we would
like to know if the proposed design can recover the best
possible centralized w → z performance γ∗, while the
communication power is bounded. To this end we consider
a weighted version of our problem shown in Figure 9.

γε := min
F

‖
[

w
d̄

]
→

[
z
ṽ

]
‖∞ (21)

+

+

Fig. 9. Communication structure of asymptotic recovery

For any fixed ε our algorithm produces a design with per-
formance γ̄ε. In general γ̄ε ≥ γε ≥ γ∗ since our algorithm
may terminate at a local minimum. The communication
power ratio of the design for a given ε is captured by the
norm ‖(w, d̄) → ṽ‖.

Proposition 4.1: As ε → 0, γ̄ε → γ∗. Moreover,
‖(w, d̄) → ṽ‖ → 0.

Proof: Let γ̄ε(F ) denote the system performance
with given F matrix. If with a given ε > 0 we choose
the optimal centralized solution F ∗, which solves
the problem infF ‖w → z‖, as an initial value of
iteration, then γ̄ε(F ∗) ≥ γ̄ε. Since γ̄ε(F ∗) → γ∗ as
ε → 0 and γ̄ε ≥ γε ≥ γ∗, it follows that γ̄ε → γ∗.
Since the closed loop system is stable and ‖Tvw‖,
‖Tvd‖ are bounded uniformly in ε, it follows that
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‖(w, d̄) → ṽ‖ =
∥∥(εTvw ε2Tvd)

∥∥ → 0 as ε → 0.

An implication of the above proposition is that, for small
noise, the algorithm will lead to near optimal centralized
performance with small communication power. Note that
this is consistent with the earlier discussion in the section
for the case of no noise.

We consider the same system as in Section IV-A.1 and
run the above proposed algorithm. As ε decreases from
1 to 0.01, the system performance γ̄ε converges to the
centralized optimal performance γ∗ 	 2.0154, as shown in
Figure 10. This is in accordance with above discussion: the
smaller the communication noise is, the better performance
the system achieves. It also means that, though the iteration-
based method is not globally optimal, for small ε, the local
sub-optimal solution converges to the optimal solution.

From Figure 10 we can also see that the proposed
procedure converges very fast, especially for small ε.

0 10 20 30 40 50 60
0

2
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10

12

14

16
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20
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0.8

0.5

0.1

0.01

Fig. 10. H∞ performance v.s. iteration for different ε

B. Remarks

In Section IV-A, we have considered the H∞ minimiza-
tion problem, similar algorithm works for the H2 case.

If the number of the subcontrollers l is greater than 2, the
design problem has a similar structure. The only difference
is that Cc has more complicated structure, i.e.

Cc =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Cz⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

F12

. . .
F1l

... · · ·
...

Fl1

. . .
Fll−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(22)

The proposed algorithms still work in both H∞ and H2

cases.
To account more directly for the communication noise

in the design, one can adopt an LMI approach (e.g., as
in [11]) for the originally formulated problem in (16). A
similar iteration design procedure can be obtained.

We also like to note that the case where the transmission
signals are xi

′
s as opposed to Fijxi

′
s is dual to what we

presented and can be handled similarly.

V. CONCLUSIONS

In this paper, we took a design point of view to study
the performance of closed-loop control systems with infor-
mation exchange between different sub-controllers through
networks. We provided LMI-based procedures that directly
account to communication link constraints in order to
optimize system performance. The two forms of constraints
considered were the case of limited number of links and
the case of communication noise. The numerical examples
illustrated the efficacy of the methods.
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