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Abstract— In this paper we present a novel approach for the
optimization of fresh-food supply chain by managing a trade-off
between logistics and some index measuring the quality of the
food itself. We propose an hybrid model of the chain, with a part
constituted by a event–driven dynamics (the supply chain itself)
and a part with time–driven dynamics (the dynamics of some
parameters characterizing the jobs in the supply chain). The
proposed framework is applied to a real–world example relative
to the process of beef–carcasses refrigeration and distribution.

I. INTRODUCTION

The distribution of fresh food products such as meat,
vegetables, fruits and dairy from producer to vendor is in
general a complex process, owing to the perishable nature
of these agricultural products.

A distribution (or supply) chain is a sequence of activities
performed in order to deliver a product to a destination with
the highest possible quality. Any activity has a potential
impact on the product due to the interaction between the
action environment and the product.

In some cases, i.e. when a product is stored into a cell
together with other products, not only the interaction between
the product and the surrounding environment is important,
but also the interactions between the various products. Each
product can be seen as an “object” described by a dynamical
model which takes into account the physiological processes
occurring in the product. These processes are generally
affected by the conditions in the immediate environment of
the product. On the other hand, the processes may themselves
affect the immediate environment.

The objective is to describe the product behavior as a
collection of interacting processes, such that their combined
action describes the observed phenomenon and such that
each subprocess can be fully understood in its description.
The nature of the subprocess is largely defined by means of
fundamental physical laws and the generally accepted rules
in a particular discipline.

A typical approach, see e.g. [16], consists in separating
high–level processes analyzing intrinsic product properties
that, in general, correspond to quality attributes in the phe-
nomenon under study.

As well explained in [8], the first step in the design of
a node of a supply chain (e.g. a chiller or a storage cell) is
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for the user to draw up specifications. In fact, in many cases,
poor design in existing networks is mainly due to a mismatch
between the purpose the nodes were originally designed for
and how they are actually used. A proper sizing of network
throughput and node loads could be in fact a difficult task
without the aide of ad-hoc simulation tools.

In this paper we present a novel approach for the opti-
mization of fresh-food supply chain by managing a trade-off
between the logistics of the food treatment, for instance the
food delivery date against the quality of the food itself. A
quite similar approach can be found for instance in [4], where
the authors optimize a manufacturing process that performs
a sequence of operations on a set of jobs. Such operations
modify some physical characteristic of the jobs. However,
the focus of this paper is somewhat different, and there are
some distinctive features that distinguish the two works. In
fact, in our approach, the single nodes can process more than
one job at a time and are supposed to have infinite capacity,
and therefore we do not consider queues before the single
nodes. More importantly, we consider the situation in which
not only the operations performed in the nodes modify some
physical characteristic of the single job, but the jobs may
influence each other and also the way the nodes process the
jobs themselves.

II. PROBLEM DESCRIPTION AND NOTATION

In this section, we present the formulation of the general
problem of optimizing a food supply chain. The first step
consists in constructing a mathematical model of the chain.
The model we propose is an hybrid model, with a part
constituted by a event–driven dynamics (i.e., the supply
chain itself) and a part with time–driven dynamics (i.e., the
dynamics of some parameters characterizing the jobs in the
supply chain).

We consider a supply-chain configuration depicted in
Fig. 1, consisting in a network formed by n successive nodes
in which the different jobs are processed in a sequential way.
To keep the formalism at a general level, we will use the term

nodejnode
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1 thnnode
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Fig. 1. General structure of the problem: n sequential nodes.

“job” to refer to the generic portion of food to be treated
(which can be for example a pallet of fresh-fruits, a meat
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carcass, etc.), and the term “nodes” to refer to the different
servers in which different activities are performed on the
product (e.g. refrigeration or storage cells, transportation,
etc.).

The total number of jobs that enter the chain is m. The
jobs enter in the first cell at different time instants (and
with possibly different initial conditions) and are processed
sequentially from node 1 to node n. Every node has the
possibility to process more than one job at a time and,
for the sake of simplicity, it is supposed to possess infinite
capacity. Hence, when a job has been processed by one node,
it immediately leaves it and enters the next one.

To the ith job we associate a measure of goodness yi, that
we call attribute, and which represents some characteristics
(e.g. temperature, firmness, ripening, microbial charge, etc.)
that we choose as representative of the goodness of the
product. The attributes yi(t) of the different jobs vary in
time, according to a differential equation which depends on
the operating conditions of the network and the different cell
j where the job is currently processed.

On the other hand, the supply-chain is characterized by a
vector of parameters θ ∈ R

q that represent the operating
conditions under which the network is running. Some of
these parameters may be directly imposed by the network
manager, and can therefore be considered as control vari-
ables. Other parameters are instead not directly accessible.
In a general setting, these uncontrollable parameters may
be either fixed (deterministic) and possibly not perfectly
known, or stochastic parameters subject to random variations.
Examples of such parameters may be transportation times,
power of already existing plants, etc.. Hence, we partition
the parameter vector θ into two vectors, i.e.

θ =
[

θC

θNC

]

where θC ∈ R
qC contains all the controllable parameters,

while θNC ∈ R
qNC contains the remaining (uncontrollable)

ones.
Summarizing, the system under consideration results is an

intrinsically hybrid system, which sees the co–existence of
the time-driven dynamics of the parameters yi(t) and the
event–driven dynamics of jobs which move in the supply
chain.
Discrete–events dynamics.
If we denote by τ j

i the time instant in which the ith

job departs from the jth node, then we can formalize the
discrete–event dynamics by means of the following recursive
equation, for i = 1, . . . , m and j = 1, . . . , n

τ j
i = τ j−1

i + sj(θ), (1)

τ0
i = ai

where ai denotes the arrival time of the ith job in the first
node. The function sj(θ) gives the time the job i stand in
the node j; this time is a function of the parameters θ.

Hence, the vectors τi ∈ R
n, i = 1, . . . , m,

τi
.= [τ1

i τ2
i · · · τn

i ]T

contain the times when the ith job switches between nodes.
For notation ease, we also define the composite vector τ

.=
[τT

1 · · · τT
m]T that we call the vector of events.

The position (node) pi(t) in which the ith job is at time t
can be therefore obtained as a function of τi. In particular,
we may represent the evolution of the variables pi(t), i =
1, . . . , m using a simple differential equation

ṗi(t) =
n−1∑
j=0

δ(t − τ j
i ) (2)

pi(0) = 0

where δ(·) is the Dirac delta function.
Clearly, the variable pi can assume only the values

0, 1, 2, . . . , n and is a monotonically nondecreasing function
of time. An example of this situation is depicted in Fig. 2.
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Fig. 2. A generic trajectory of pi(t).

Then, at each time instant t, the number of jobs in the jth

node can be computed as

mj(t) =
m∑

i=1

δK(j, pi(t)) (3)

where δK(i, j) is the Kronecker delta function1. Equation
(3) indicates that the number of jobs in the jth node increases
when a generic job i leaves the node j−1 at τ j−1

i and enters
the node j and decreases when a jobs leaves the jthcell at τ j

i .

Time–Driven Dynamics
We denote with y = [y1 · · · ym]T the vector of attributes.
As already mentioned, the attribute yi(t) relative to the ith

job evolves in time according to a differential equation. More
precisely, y(t) can be seen as the output of a system of
differential equations

ẋ(t) = f(x(t), τ, θ) (4)

y(t) = g(x(t), τ, θ)

with initial conditions x(0) = ζ0, being x a vector gathering
the state variables of the different products and the states
variables that describe the interaction with the surrounding

1The Kronecker delta function is defined as

δK(i, j) =

{
1 if i = j
0 ow.
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environment. Notice that equations (1) and (4) define in all
aspects an hybrid system, where the time–driven dynamics
of (4) depend on the vector of events τ , whose dynamics are
expressed by the recursion (1). We remark also that, looking
at the problem from a different viewpoint, (4) is in effect a
switching system, in which the switching times are regulated
by the recursion (1). This formulation will be made more
clear in the example of Section IV.

III. OPTIMIZATION

The goal of the optimization algorithm is to choose the
controllable parameters θC in order to minimize a perfor-
mance function that takes into account a desired behavior
of the network. In particular, we consider a performance
function J that is a sum of three terms

J(θ) = J(θC , θNC) = C(θ) + P(θ) + D(θ).

The first term takes into account the cost related to the
particular operating condition θC (e.g. power consumption,
transport costs, etc.). The second term contains the perfor-
mance requirement relative to the product attributes, that
could be expressed in different ways depending on the
specific product. For instance, we may consider

1. trajectory tracking: ‖yi(t) − ỹ(t)‖,
2. final value objective: ‖yi(τn

i ) − ȳi‖,
where ỹ(t) and ȳi are respectively the desired trajectory
and the final value references. Since the behavior of y(t)
depends on the operating conditions θ, requirements 1. e 2.
are traduced in a cost term P(θ). The third term D(θ) is
related to the logistic aspects of the chain, such as due date
(which measures the difference between the actual final time
τn
i and the desired one τ̄i) or deadlines.

From a practical point of view, the operating conditions
in general are constrained and bounded in specific intervals.
This corresponds to assume the variable θC to be belong to
a compact set ΘC , i.e. θC ∈ ΘC .

In the case when the noncontrollable parameters θNC

assume fixed values, the optimization problem simply writes

min
θC∈ΘC

J(θC , θNC). (5)

However, in a more general setting, θNC may be affected by
random uncertainty, that is

θNC = θ̄NC + ∆θ

where θ̄NC represents a “nominal” value and ∆θ is a
random variable with zero mean and associated probability
measure P. Hence, the problem needs to be formulated in a
stochastic framework. A frequently used requirement in this
context is to optimize an “average” instance of the problem:
in other words, one asks to minimize the expected value
of the objective function taken with respect to the random
uncertain parameters θNC (see for instance [13]), that is

min
θC∈Θ

E(θC), E(θC) .= EθNC
[J(θC , θNC)] (6)

where E(θC) is the expectation of J(θC , θNC) taken with
respect to the probability measure P.

The above stochastic optimization problem is in general
very hard to solve, since the mere evaluation of the ex-
pected value E(θC) (even if an analytical expression of
the cost function was available, which is not our case),
would require the solution of a multiple integral. Recently
however, approaches based on uncertainty randomization
have proven their efficacy, see e.g. [19], [20]. Here, following
a similar philosophy, we consider a “empirical” version of
the expectation

Ê(θC) .=
1
N

N∑
i=1

J(θC , θ̄NC + ∆(i)
θ )

where ∆(i)
θ are uncertainty samples drawn according to the

probability measure P, and make use of this approximation
for the solution of the optimization problem. In particular,
we follow the solution approach proposed by Spall (see
e.g. [17], [18]) and tackle the problem via a simultaneous–
perturbations stochastic approximation (SPSA) approach. In
details, the SPSA algorithm is based on a recursive algorithm
in which successive approximations of the optimal value

θ∗C
.= arg min

θC∈Θ
E(θC)

are recursively constructed based on noisy observations of
the cost function.2 The recursion mimics a classical gradient
descent method, in which the gradient w.r.t θC of the func-
tional E(θC) is approximated at each step using only two
(possibly noisy) evaluations of the cost function. Formally,
let θ

(k)
C denote the kth estimate of the minimum, and let

{η(k)} be a random sequence of column random vectors
where η(k) = [η(k)

1 η
(k)
2 · · · η(k)

nC ]T are not necessary
identically distributed. The two-sided SPSA algorithm to
update θ

(k)
C is constructed as follows

θ
(k+1)
C = ΠΘ

[
θ
(k)
C − α(k)

[
η(k)−1

] Ê
(k)
+ − Ê

(k)
−

c(k)

]

where ΠΘ[·] is the projection operator on the set ΘC ,
c(k), is a positive sequence converging to zero, α(k) is the
step–size multiplier, and

[
η(k)−1

]
is defined as the vector

containing the inverses of the elements of η(k). The values
Ê

(k)
± represent the empirical cost function taken at parameter

values θk
C ± c(k)η(k), i.e.

Ê
(k)
±

.= Ê(θk
C ± c(k)η(k)).

Various convergence results of this algorithm have been
proven under different hypothesis, see for instance [18],
[7], [9] and references therein. In particular, it can be
shown that the algorithm still converges when the empirical
mean is constructed with a very small number of samples.
Indeed, even a single sample is sufficient, thus allowing to

2In other words, we assume to have “noisy measurements” of our cost
function E(θC), i.e. E(θC) = Ê(θC) + ν, where ν is a random variable
with zero mean.
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significantly simplify the algorithm, generating at each step
a single instance ∆(k)

θ of the uncertainty and letting

Ê
(k)
± = J(θk

C ± c(k)η(k), θ̄NC + ∆(k)
θ ).

In order to illustrate the advantages of the proposed frame-
work, in the next section we propose a case study based on
a real-world example.

IV. A CASE STUDY: THE MEAT SUPPLY CHAIN

The example we consider comes from a real case study,
related to the process of the beef–carcasses refrigeration and
distribution in the post-slaughter supply chain. The example
is based on real data collected in the year 2001 in the North
of Italy.

The beef carcasses, after weighting and labelling, stay in
a pre–chilling tunnel, followed by storage cells where they
complete refrigeration. After storage, carcasses are trans-
ferred in the loading area and transported in a refrigerated
vehicle. After transport, the meat reaches the retailer, see
[10].

Careful control is required to achieve conditions that will
reduce the carcass temperature in the designed time cycle.
This has to be carried out in the most economic manner
taking into account energy consumption, being aware that the
temperatures assumed by the carcass during the refrigeration
and distribution phases highly influences the final quality of
the meat, as shown for instance in [3], [12] and [14].

To this extent, EU regulations require that all meat temper-
atures within the carcass must be reduced below 7◦C before
the carcass is further processed or moved from the chiller.
However, according a national dispensation [21], the product
can be transported before it reaches the internal temperature
of 7◦C for short and fast displacements. As a consequence
of this regulation, chilling can take place also on trucks and
in the final destination cell.

To summarize, the supply–chain considered in this exam-
ple is depicted in Fig. 3 and consists in a sequence of four
nodes:

• the pre–chilling tunnel,
• the refrigeration cell,
• the transportation,
• the destination (or retailer) cell.

cell
Refrigeration

cell

Transportation RetailerPre−chilling
tunnel

Fig. 3. Case study: the meat refrigeration supply chain.

The pre–chilling tunnel is used to promote a rapid drop
in surface temperature, while the other subsequent stages are
necessary to carry-on refrigeration avoiding surface freezing,
eventually allowing for product displacement. When the
product reaches the destination cell (the retailer), it stays

there until it is sold. In our case, the slaughter, i.e. the pre–
chilling tunnel and the first refrigeration cell, was situated
in the Cuneo province, Piemonte, while the destination cell
was situated in the Liguria region, Italy.

To follow the formalism introduced in Section II, we mod-
elled the single beef carcass as a distinct job, and assumed
as attribute parameter yi(t) the internal temperature of the
ith job. In general, it is very difficult to relate temperature
measurements obtained in a non–destructive way with the
internal meat temperature, especially when considering real
carcasses and not meat-samples with a simplified geometry,
see for instance [11], Chapter 14. To overcome this difficulty,
we adopted a single temperature measurement for each beef–
carcasse, obtained inserting a 10 cm long probe orthogonally
into the muscle3.

The data were collected using Hobo data-loggers (On-
set Computer Corporation, CA) equipped by two external
probes. The first probe was used to measure the room temper-
ature T j

C(t), while the second one was used to determine the
mean meat temperature in a muscle from the surface to a 10
cm depth. Being the Hobo data-logger small, equipped with
autonomous battery, it was easy to hook it on a single meat
mass. This instrument set-up did not yield any inconvenience
for the operators during transport and storage.

The jth refrigeration cell is powered by a chiller unit which
ensures an energy flux Φj [W]. We assume that the air
flow conditions inside the refrigeration cell ensure an even
air distribution and an homogeneous inside air temperature.
This should be the case of any well designed cell. The
consequence of uneven air distribution has been outlined in
[5] and [15]. In Fig. 4 we depict the typical situation of the

fan
Cold air

t( )y
i

T C
j

Cell

Meat

Fig. 4. Schematic representation of a refrigeration cell.

jth cell. We denote by T j
C(t) the (homogeneous) temperature

inside the cell.
To model the interaction between the different carcasses

and the surrounding environment, we introduce the thermal
flux from the carcasses to the air as

Φj
T =

m∑
i=1

hS(yi − TC
j)δK(j, pi(t))

where h is the surface heat transfer coefficient [W/m2◦C] and
S [m2] is the averaged surface of a carcass. The effects of air

3This corresponds in practice to consider an average temperature of the
carcass.
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speed and turbolence are taken into account via the parameter
h. We also remark that, to be rigorous, in this formula
the temperature on the surface of the carcass should be
used. Being this information unavailable, we use instead the
average temperature yi. Being these two temperatures very
close, we assume the error introduced by this approximation
to be negligible. Assuming the volume V [m3] of the air
in the cell to be greater than the volume occupied by the
carcasses4, we have

ρV Cp
∂T j

C

∂t
= Φj

T − r(T j
C)Φj

where ρ and Cp are, respectively, the density [kg/m3] and
the specific heat capacity [J/kg◦C] of the air inside the cell
and Φj is the power of the jth refrigerator, and the binary
function

r(T j
C) =

{
1 if T j

C ≥ Tmin

0 if T j
C < Tmin

switches-off the power whenever the cell temperature drops
beneath the value Tmin. The relationship between the air
temperature T j

C(t) and the (average) internal temperature
yi(t) of the ith carcasse was directly estimated from the
available measurements. This allowed to reduce the number
of physical parameters to be estimated. In the work [6], this
relation has been estimated in terms of a discrete–time ARX
model. Here, we used the same data to identify a continuous–
time second order state–space model describing the transfer
function between T j

C(t) and yi(t)

żi(t) = Azi(t) + biT
j
C(t) i = 1, . . . ,m

yi(t) = Czi(t) i = 1, . . . , m

where

A =
[ −1.897e − 5 8.056e − 5

−1.45e − 5 −2.348e − 3

]
,

b =
[ −3.160e − 8

2.504e − 6

]
, C =

[
355.4916 −1.6368

]
.

The above equations lead to the following system of
differential equations, for i = 1, . . . ,m and j = 1, . . . , n⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ṗi(t) =
∑n−1

j=0 δ(t − τ j
i )

Ṫ j
C(t) =1

α

[
hS

∑m
i=1(yi(t)−T j

C(t))δK(j, pi(t))−r(T j
C)Φj

]
żi(t) = Azi(t) + BiTC(t)
yi(t) = Czi(t)

(7)
where α = ρV Cp, and

TC = [T 1
C T 2

C · · ·Tn
C ]T

Bi = b[δK(1, pi(t)) δK(2, pi(t)) · · · δK(n, pi(t))].

The (switching) times τ j
i evolve according to the recur-

sion (1), that is

τ j
i = τ j−1

i + tji (8)

τ0
i = ai

4In this way, the total volume of air can be assumed constant even when
the number of carcasses in the different cells varies.

where tji is the time the job i stays in the cell j.
The hybrid structure of the model results clearly from

the above equations: the time–driven equation (7) is a time–
varying linear model whose dynamics change in correspon-
dence of the events governed by the recursion (8). Notice
also that both equations (7) and (8) depend on the operating
conditions, namely the power of the cells Φj and the time
tji spent in the different cells by the single jobs.

Figure 5 exemplifies the features of the system, depicting
the behavior of a single cell and two carcasses. Initially,
a single carcass is present in the cell. After 12 hours a
second carcass enters the cell and after 24 hours the first
one leaves the cell. It can be seen that the temperature
behavior of a carcass and of the cell itself is influenced5

by the entrance/exit of another element in the cell. Notice
also that in the real simulation, in order to reduce chattering
effect the function r(T j

C) was substituted by an hysteresis
function.
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Fig. 5. Simulation showing the multibody nature of the system.

Following the framework introduced in Section II, we
collect the operating conditions of the entire chain in a single
vector θ. Some elements of the vector θ can be manipulated
whereas the others represents intrinsic characteristics of the
system. In the case under study, the network manager has
the possibility to control the power in the refrigeration cell
(node 2), and the time the single products spend in the pre–
chiller and in the refrigeration cell (nodes 1, 2). Therefore,
the vector of controlled variables becomes

θC =
[

Φ2 t11 · · · t1m t21 · · · t2m t41 · · · t4m
]T

.

The other components of θ are not controllable by the
manager of the chain. In particular, in our case, the power
of the different refrigeration was fixed due to technological
constraints. Transportation times t31 · · · t3m are instead mod-
eled as random variables whose statistics has been derived
from measurements collected during experimentation

θNC =
[

Φ1 Φ3 Φ4 t31 · · · t3m
]T

.

The cost function of this example was chosen to take
into account processing costs, product attributes and due-

5To enhance this fact in this simulation a low power for the cell was
chosen.
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date specifications:

C(θ) = βTθC + γ1f(yi(τ4
i )) + γ2

m∑
i=1

(τn
i − di)2

where β ∈ R
qC , γ1 and γ2 ∈ R are appropriately chosen

weights and the function

f(x) =

⎧⎨
⎩

−x − 2 if x ≤ −2
0 if − 2 < x < 7
(x − 7)2 if x ≥ 7,

reflect the requirement that final temperature of each carcass
should be between 2◦C and −7◦C. In this study we neglect
costs related to the weight loss due to water evaporation at
the meat surface.

Optimization results

To solve the optimization problem we applied the algo-
rithm described in Section III starting from a random initial
point θ(0). The parameters of the algorithms required a tuning
process that lead to the values

α(k) =
(

1
k + 10

)0.45

, c(k) =
(

1
k

)1.1

.

The vectors η(k) where chosen as Bernoulli processes.
For visualization purposes, we present here the results of

an examples consisting of 5 different carcasses entering the
first cell at different randomly generated times. The SPSA
algorithm converged after K = 1000 iterations to an optimal
configuration θ(K). In Figure 6 we show the simulation
results relative to this configuration.

V. CONCLUSIONS

We introduced a general framework for describing a fresh–
food supply chain, and proposed an optimization methodol-
ogy to improve the performances of the network preserving
the quality of the product. This approach has been illustrated
on a case–study relevant to a beef–meat refrigeration and
distribution chain.
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[7] Gerencsr L., Hill S.D., and Vágó Z.,(2001) Discrete Optimization via
SPSA. Proceedings of the American Control Conference, Arlington,
VA, 1503-1504.

[8] Gigiel A., (1996) Optimizing the design of convenctional carcass
chillers. In New Developments in Meat Refrigeration, edited by
ECCEAMST - International Institute of Refrigeration, 1, 1.16-1.24.

0 5 10 15 20 25 30 35
0

1

2

3

4

5

Time (hour)

Nu
m

be
r o

f c
ar

ca
ss

es
 in

 th
e 

ce
ll

cell 1
cell 2
cell 3
cell 4

0 5 10 15 20 25 30 35 40
5

0

5

10

15

20

25

30

35

40

45

Time (hours)
T

em
pe

ra
tu

re

cell 1

cell 2

cell 3

cell 4

carcass 1

carcass 2

carcass 3

carcass 4

carcass 5

Fig. 6. Simulation of the optimized chain. (a) Number of carcasses in the
different cells. (b) Temperature behavior of the different jobs and cells. The
straight lines indicate that the job has leaved the last cell.

[9] He Y., Fu M. C., and Marcus S.I., (2003) Convergence of Simul-
taneous Perturbation Stochastic Approximation for Nondifferentiable
Optimization, IEEE Transactions on Automatic Control, AC 48, 1459-
1463.

[10] James S. (1996) The Chill Chain “from Carcass to Consumer”. Meat
Science, 43, S, 203-216.

[11] James S., James C. (2002) Meat Refrigeration, Woodhead Publishing
Ltd, Cambridge, England.

[12] Jeremiah L.E., Gibson L.L (2001) The influence of storage temperature
and storage time on color stability, retail properties and case-life of
retail-ready beef. Food Research International, 34, 815-826.

[13] Kushner H.J., Yin G.G. (1997) Stochastic Approximation Algorithms
and Applications, Springer, New York.

[14] Ouali A., (1996) The effect of chilling on beef and lamb quality.
In New Developments in Meat Refrigeration, edited by European
Consortium for Continuing Education in Advanced Meat Science and
Technology - International Institute of Refrigeration, 1, 2.7-2.14.

[15] Kondjoyan A., Daudin J.D. (1997) Optimization of air-flow conditions
during the chilling and storage of carcasses and meat products. Journal
of Food Engineering, 34, 243-258.

[16] Sloof M., Everest B.V., (2000) Problem decomposition. in Food
processing modelling, L.M.M. Tijskens et al. eds. CRC Press, Boca
Raton, 19-34.

[17] Spall J.C. (1992) Multivariate Stochastic Approximation Using a Si-
multaneous Perturbation Gradient Approximation, IEEE Transactions
on Automatic Control, AC 37, 332-341.

[18] Spall J.C. (2003) Introduction to Stochastic Search and Optimization:
Estimation, Simulation, and Control, Wiley, New York.

[19] Tempo R., Calafiore G., Dabbene F. (2004) Randomized Algorithms
for Analysis and Control of Uncertain Systems, Communications and
Control Engineering Series, Springer-Verlag, London.

[20] Vidyasagar M. (2002), Learning and Generalization: With Applica-
tions to Neural Networks, Springer, New York.

[21] Decreto Legislativo n. 286 – Attuazione delle Direttive 91/497/CEE
e 91/498/CEE concernenti problemi sanitari in materia di produzione
ed immissione sul mercato di carni fresche – 18 aprile 1994.

2082


	MAIN MENU
	PREVIOUS MENU
	---------------------------------
	Search CD-ROM
	Search Results
	Print


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveEPSInfo false
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF005500730065002000740068006500730065002000730065007400740069006e0067007300200074006f0020006300720065006100740065002000500044004600200064006f00630075006d0065006e007400730020007300750069007400610062006c006500200066006f007200200049004500450045002000580070006c006f00720065002e0020004300720065006100740065006400200031003500200044006500630065006d00620065007200200032003000300033002e>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




