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Abstract— The paper presents the expansion-contraction re-
lations within the Inclusion Principle for a class of continuous-
time state-delayed uncertain systems when considering H∞ state
memoryless control with additive controller uncertainty. All
uncertainties are supposed to be time-varying norm bounded.
The main contribution is the derivation of conditions under
which a resilient H∞ control law designed in the expanded space
is contracted into the initial system preserving simultaneously
both the robust quadratic stability of closed-loop systems and
the value of the H∞-norm disturbance attenuation bound. A
LMI delay independent procedure is supplied for control design.
The results are specialized into the overlapping decentralized
control setting which enables to construct robust H∞ resilient
block tridiagonal state feedback controllers.

I. INTRODUCTION

Standard assumption on designed controllers is that they
can be implemented exactly into real world systems. In
practice, control laws designed using theoretical methods
and simulations are implemented imprecisely because of
various reasons such as finite word length in any digital
system, round-off errors in the imprecision inherent in analog
systems or the need for additional tuning of parameters in the
final controller implementation. The controller designed for
uncertain plants may be sufficiently robust against system pa-
rameters, but the controller parameters itself may be sensitive
to relatively small perturbations and could even destabilize
a closed-loop system. The importance of fragility, i.e. high
sensitivity of controller parameters on its very small changes,
is underlined when considering large-scale complex systems
controlled by low cost local controllers. Such control systems
are generally characterized by uncertainties, information
structure constraints, delays, and high dimensionality. This
situation naturally motivates the development of new effec-
tive control design methods taking into account particular
features of these systems including implementation aspects
of controller parameter uncertainties.

A. Relevant References

Robustness against model parameter uncertainty has been
intensively studied for many years. Recent papers starting
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with [1], [2], [3] point out the possible fragility of such
robust controllers. To cope with this difficulty, several types
of controller uncertainties have considered. Fragility within
an additive uncertainty for state feedback controllers is con-
sidered in [4] while [5] extends this issue on H∞ robust state
feedback control for time-delayed systems. A multiplicative
uncertainty for H∞ controllers considers [6]. Guaranteed cost
control approach presents [7]. LMI results for H∞ state
feedback controller for both types of controller uncertainties
considers [8]. Digital controller implementation and fragility
issues studies [9].

Three different practically important forms of the gain
matrix are usually considered when considering information
structure constraints, i.e. a block diagonal gain matrix, a
block tridiagonal gain matrix, and a double block bordered
gain matrix. A systematic way of the controller design with a
block tridiagonal gain matrix lead to the concept of overlap-
ping decompositions. A general mathematical framework for
this approach has been called the Inclusion Principle [10],
[11]. The Inclusion Principle has been applied to different
classes of systems and problems as illustrated for instance
in [12], [13], [14], [15].

H∞ state control of time-delayed uncertain systems has
been the subject of recent investigations. This problem
belongs to a class of convex optimization problems which
may be effectively solved using LMI formulations. Multiple
state delays considers [16]. Reference [5] takes into account
also additive controller uncertainty. This paper includes also
some additional references.

One of recent research issues within the H∞ resilient
control of time-delayed uncertain systems is the extension
into decentralized control setting. The present paper extends
the results in [5] as well in [15] to the overlapping H∞
resilient state feedback control design for a class of time-
delayed uncertain systems.

To the authors knowledge, the expansion-contraction rela-
tions have not been extended up to now on the concept of
H∞ resilient control for the considered class of systems.

II. PROBLEM FORMULATION

Notation. In this paper ‖w(t)‖2 =
√R ∞

0 wT (t)w(t)dt de-
notes the 2-norm for w : [0,∞) �→R

p belonging to the space
Lp

2 [0,∞), provided that ‖w(t)‖2<∞. Further, ‖W‖=σmax(W )
will denote the matrix norm of W , the largest singular value
of W .
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A. Feedback Systems

Consider a class of linear continuous-time time-delay
uncertain systems described by the state equation

S : ẋ(t) = [A+∆A(t)]x(t)+ [B+∆B(t)]u(t)
+ [Ad +∆Ad(t)]x(t −d)+B1w(t),

z(t) = Cx(t)+Du(t),
x(t0) = φ(t0), −d � t0 � 0,

(1)

where x(t)∈R
n is the state, u(t)∈R

m is the control input,
d>0 is the time delay, w(t)∈Lp

2 [0,∞) is the disturbance
input, z(t)∈R

q is the controlled output and φ(t0) is a given
continuous initial function. The matrices A, B, Ad , B1, C, D
are known real constant of appropriate dimensions. ∆A(t),
∆B(t) and ∆Ad(t) are real-valued matrices of uncertain
parameters. Norm-bounded time-varying uncertainties have
the form

∆A(t) = HA F(t)EA , ∆Ad(t) = Hd F(t)Ed ,

∆B(t) = HB F(t)EB ,
(2)

where HA , Hd , HB , EA , Ed , EB are known real constant
matrices of appropriate dimensions and F(t)∈R

i×j are un-
known real time-varying matrices with Lebesgue measurable
elements satisfying the condition FT (t)F(t) � I.
Denote

Ā(t) = A+∆A(t), B̄(t) = B+∆B(t),
Ād(t) = Ad +∆Ad(t).

(3)

The system (1) can be rewritten into the form

S : ẋ(t) = Ā(t)x(t)+ B̄(t)u(t)+ Ād(t)x(t −d)+B1w(t),
z(t) = Cx(t)+Du(t),

x(t0) = φ(t0), −d � t0 � 0.

(4)

It is well known that the unique solution of (4) is given by

x(t;φ(t0),u(t),w(t))= Φ(t,0)x(0)+
Z t

0
Φ(t,s)Ād(s)x(s−d)ds

+
Z t

0
Φ(t,s)[B̄(s)u(s)+B1w(s)]ds,

(5)
where Φ(t,s) is the transition matrix of Ā(t).

Now, consider a memoryless state feedback controller in
the form

u(t) = [K +∆K(t)]x(t) = K̄(t)x(t) (6)

for the system (1), where K∈R
m×n. The uncertain gain

matrix ∆K(t) satisfies

∆K(t) = HK FK (t)EK , (7)

where FT
K

(t)FK (t) � I. FK∈R
i×j is an unknown real time-

varying matrix with Lebesgue measurable elements. HK , EK

are known constant matrices of appropriate dimensions.
Further, suppose a given system (1) with a state feedback

controller (6). We get the resulting closed-loop system SC in

the form

ẋ(t) =
[
A+BK +HBF(t)EBK +HAF(t)EA +BHK Fk(t)Ek

+HBF(t)EBHk Fk(t)Ek

]
x(t)

+ [Ad +HdF(t)Ed ]x(t −d)+B1w(t)
= Ap(t)x(t)+ Aq(t)x(t −d)+B1w(t),

z(t) =
[
C +DK +DHk Fk(t)Ek

]
x(t).

(8)

B. Robust Stability and H∞ Performance

Introduce the following inequality which is related to the
system (1)

‖ z(t) ‖2 � γ ‖ w(t) ‖2 . (9)

The robust stability as well as the H∞ performance issues are
derived using the Lyapunov function

V (x, t) = xT (t)Px(t)+
Z t

t−d
xT (σ)[I +ET

d Ed ]x(σ)dσ, (10)

where P,
(
I +ET

d Ed
)∈R

n×n are positive-definite symmetric
matrices. It follows the way of reasoning by [5], [16].

Definition 1: Consider the system (1) with u(t)=0,
w(t)=0. This system is robustly quadratically stable if there
exist a positive-definite symmetric matrix P such that

PA+AT P+PZP+G < 0, (11)

where
Z = HA HT

A
+HdHT

d +AdAT
d ,

G = ET
A

EA +ET
d Ed + I,

(12)

for all admissible uncertainties (2).

Definition 2: Consider the system (1). This system is
robustly quadratically stabilizable if there exist a positive-
definite symmetric matrix P and a gain matrix K by (6) such
that

P(A+BK)+(A+BK)T P+ ε1KT ET
B

EB K +PZP+G < 0,
(13)

where

Z = HA HT
A

+HdHT
d +(1+

1
ε1

)HB HT
B

+AdAT
d +BHK HT

K
BT ,

G = ET
A

EA +ET
d Ed +(1+α1)ET

K
EK + I,

α1 =‖ HT
K

ET
B

EB HK ‖,
(14)

for all ε1>0 and all admissible uncertainties (2) and (7).
Suppose the selected matrices P,K satisfy the inequality

(13). Then the closed-loop system (8) with such K is robustly
quadratically stable.

Definition 3: Given the system (1) and a scalar γ > 0. This
system is robustly quadratically stable with H∞-norm bound
γ if it is robustly quadratically stable and under zero initial
conditions the relation (9) holds for any non-zero w(t) and
for all admissible uncertainties (2).

Definition 4: Given the system (1) and a scalar γ > 0. This
system is robustly quadratically stabilizable with H∞-norm
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bound γ if there exist a positive-definite symmetric matrix P
and a gain matrix K by (6) such that

P(A+BK)+(A+BK)T P+P
(
Z + γ−2B1BT

1

)
P

+ε1KT ET
B

EBK +
(

1+
1
ε2

)
(C +DK)T (C +DK)

+(1+ ε2)α2ET
k Ek +G < 0,

(15)

hold for all admissible uncertainties (2) and (7), where α2 =
‖ HT

K
DT DHK ‖.

Suppose the selected matrices P,K satisfy the inequality
(15). Then the closed-loop system (8) with such K is robustly
quadratically stable with H∞-norm bound γ.

C. LMI Control Design

We select a well known LMI control design time inde-
pendent procedure for the considered class of systems by
[5]. It is included here as an available control design tool to
complete the presentation.

Theorem 1: Suppose given an uncertain linear time-delay
system (1) and positive constant γ>0. If for some positive
real values ε1, ε2, there exist positive-definite symmetric
matrix Q and matrix Y such that the following LMI⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

W1 QW T
2 QET

K Y T ET
B

W T
3

W2Q −I 0 0 0

EKQ 0 −
[

α−1
2

1+ε2

]
I 0 0

EBY 0 0 −
[

1
ε1

]
I 0

W3 0 0 0 −
[

ε2
1+ε2

]
I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
<0 (16)

holds, where

W1 = AQ+QAT BY +Y T BT +Z + γ−2B1BT
1 ,

W T
2 =

[
ET

A
ET

d (1+α2)1/2ET
K I

]
,

W T
3 = QCT +Y T DT

(17)

then, there exists a memoryless state feedback controller (6)
such that the resulting closed-loop system (8) is robustly
quadratically stable stable with H∞-norm bound γ. Moreover,
the gain matrix K is given by K=Y Q−1.

D. Inclusion Principle

Similarly to system (1), consider a new bigger dimension
system in the form

S̃ : ˙̃x(t) =
[
Ã+∆Ã(t)

]
x̃(t)+

[
B̃+∆B̃(t)

]
u(t)

+
[
Ãd +∆Ãd(t)

]
x̃(t −d)+ B̃1w(t),

z̃(t) = C̃x̃(t)+Du(t),
x̃(t0) = φ̃(t0), −d � t0 � 0,

(18)

where x̃(t)∈R
ñ is the state, u(t)∈R

m is the control input, d>0
is the delay time, w(t)∈Lp

2 [0,∞) is the disturbance input,
z̃(t)∈R

q is the controlled output and φ̃(t0) is a continuous
initial function. Suppose n � ñ, q � q̃.

The conditions (2) and the notation (3) for the system
S are analogous for the system S̃, but considering now all

matrices with tilde (∼). The unique solution of (18) has the
following form

x̃(t; φ̃(t0),u(t),w(t))= Φ̃(t,0)x̃(0)+
Z t

0
Φ̃(t,s) ˜̄Ad(s)x̃(s−d)ds

+
Z t

0
Φ̃(t,s)

[
˜̄B(s)u(s)+ B̃1w(s)

]
ds.

(19)
The corresponding state feedback controller for the system

S̃ is given by

u(t) =
[
K̃ +∆K̃(t)

]
x̃(t), (20)

where K̃∈R
m×ñ. The uncertain gain matrix ∆K̃(t) satisfies

∆K̃(t) = H̃K F̃K (t)ẼK , (21)

where F̃T
K

(t)F̃K (t)�I. F̃K∈R
i×j is an unknown real time-

varying matrix with Lebesgue measurable elements. H̃K , ẼK

are known constant matrices of appropriate dimensions.
Introduce the inequality which is related with the expanded

system S̃ by
‖ z̃(t) ‖2 � γ̃ ‖ w(t) ‖2 (22)

supposing that the corresponding expanded closed-loop sys-
tem is robustly quadratically stable with zero initial condi-
tion.

Let x(t)=x(t;φ(t0),u(t),w(t)), x̃(t)=x̃(t; φ̃(t0),u(t),w(t)) be
the solutions of (1) and (18) for initial functions φ(t0) and
φ̃(t0), given inputs u(t) and disturbance inputs w(t), respec-
tively. Consider the standard relations between the states
within the Inclusion Principle. It means that the systems S
and S̃ are related by the following linear transformations:

x̃(t) = V x(t), x(t) = Ux̃(t), (23)

where V and its pseudoinverse matrix U=(V TV )−1V T are
constant full-rank matrices of appropriate dimensions [11].

Definition 5: A system S̃ includes the system S, denoted
by S̃⊃S, if there exists a pair of constant matrices (U,V )
such that UV =In, and for any initial function φ(t0), any
fixed input u(t) and any disturbance input w(t) of S,
x(t;φ(t0),u(t),w(t))=Ux̃(t;V φ(t0),u(t),w(t)) for all t.

Definition 6: A pair (S̃, γ̃) is an expansion of (S,γ), de-
noted by (S̃, γ̃)⊃(S,γ), if S̃⊃S and γ = γ̃.

Definition 7: A controller u(t)=
[
K̃ +∆K̃(t)

]
x̃(t) for S̃

is contractible to u(t)=[K +∆K(t)]x(t) for S if the choice
φ̃(t0)=V φ(t0) implies [K +∆K(t)]x(t;φ(t0),u(t),w(t))=[
K̃ +∆K̃(t)

]
x̃(t;V φ(t0),u(t),w(t)) for all t, any initial

function φ(t0), any fixed input u(t) and any disturbance
input w(t) of S.

Remark. The Inclusion Principle can be used for the analy-
sis and control design of different classes of dynamic systems
with a variety of objectives. In general, a dynamic system
is expanded to obtain an another bigger dimension system
containing all information about the initial system. Then,
the controller design is usually performed for the expanded
system and consequently contracted into the original system.
This approach is effective mainly when considering decen-
tralized controller design for the expanded system without
shared parts. This paper considers that the gain matrix K̃
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appearing in the controller u(t)=
[
K̃ +∆K̃(t)

]
x̃(t) is not the

expanded gain matrix of K but a “free” matrix designed for
the system S̃ with given γ̃.

Suppose given a pair of matrices (U,V ). Then, the matri-
ces Ã, ∆Ã(t), B̃, ∆B̃(t), Ãd , ∆Ãd(t), B̃1 and C̃ can be described
as follows:

Ã = VAU +M, ∆Ã(t) = V ∆A(t)U,

B̃ = V B+N, ∆B̃(t) = V ∆B(t),
Ãd = VAdU +Md , ∆Ãd(t) = V ∆Ad(t)U,

B̃1 = V B1 +M1, C̃ = CU +L,

(24)

where M, N, Md , M1 and L are called complementary
matrices. Usually, the transformations (U,V ) are selected a
priori to define structural relations between the state variables
in both systems S and S̃. Given these transformations, the
choice of the complementary matrices provides degrees of
freedom to obtain different expanded spaces with desirable
properties [12], [13].

E. The Problem

Suppose given a linear continuous-time uncertain delayed
system S by (1) and positive numbers γ, γ̃. Consider an
expanded system S̃ by (18) which is expanded using (24).
Suppose that the relation S̃⊃S holds. Then, the specific
goals are as follows:

• Derive conditions under which (S̃C , γ̃)⊃(SC ,γ). Use the
concept of robust quadratic stability with H∞-norm bound γ.
• Specialize the global system results into decentralized

control design setting.
• Derive all the above results in terms of complementary

matrices.

III. SOLUTION

The necessity of overlapping structure is given by struc-
tural constraints on the system. However, there is in fact no
principal need to expand also the controlled output. We can
put z(t) = z̃(t) without any restriction. We also do not expand
the disturbance input. The consequence of this approach is
that we can introduce the equality on the H∞-norm bound
γ, i.e. γ = γ̃ in (9) and (22). Thus, the solution is presented
in this section under the equality requirement on γ bounds.
Further, some conditions on the complementary matrices (24)
must be imposed on (S̃, γ̃) to be an expansion of (S,γ) by
Definition 6. This is provided by the following theorem.

Theorem 2: Consider the systems (1) with (9) and (18)
with (22). A pair (S̃, γ̃) includes the pair (S,γ) if and only
if

UΦ̃(t,0)V = Φ(t,0), UΦ̃(t,s)MdV = 0,

UΦ̃(t,s)N = 0, UΦ̃(t,s)M1 = 0,

LV = 0

(25)

hold for all t and s.
Proof: The proof follows an analogous way of reason-

ing as that one of Theorem 3.1 in [17].
Remark. It is well-known that to obtain an explicit solution

of a time-varying system is a difficult problem. An attempt

has been made to approximate the solutions using transition
matrices. However, even to compute such approximation via
Peano-Baker series can be a complicated task excluding triv-
ial cases [14]. Therefore, we focus on conditions under which
(S̃, γ̃)⊃(S,γ) holds but without any necessity to compute the
transition matrices.

The following theorem presents equivalent conditions as
those ones by Theorem 2 but expressed in terms of comple-
mentary matrices. Thus avoiding the computational problem.

Theorem 3: Consider the systems (1) with (9) and (18)
with (22). A pair (S̃, γ̃) includes the pair (S,γ) if and only
if

UMiV = 0, UMi−1MdV = 0,

UMi−1N = 0, UMi−1M1 = 0,

LV = 0

(26)

hold for all i=1,2, ..., ñ.
Proof: Consider the transition matrix Φ̃(t,0) of ˜̄A.

Following the notation given in (3), ˜̄A=Ã+∆Ã(t) represents
the state matrix of the expanded space S̃ as a function of
two variables defined by the Peano-Baker series [17], [18]

Φ̃(t,0) = I +
Z t

0

˜̄A(σ1)dσ1 +
Z t

0

˜̄A(σ1)
Z σ1

0

˜̄A(σ2)dσ2 dσ1

+
Z t

0

˜̄A(σ1)
Z σ1

0

˜̄A(σ2)
Z σ2

0

˜̄A(σ3)dσ3 dσ2 dσ1 + · · ·
(27)

where according to (24), ˜̄A(σi)=Ã + ∆Ã(σi)=VAU + M +
V ∆A(σi)U for all i=1,2, ... From Theorem 2, pre and post-
multiplying both sides of Φ̃(t,0) by U and V , respec-
tively, we can prove that UΦ̃(t,0)V =Φ(t,0) is equivalent
to UMiV =0, for i=1,2, ..., ñ. Following a similar reason-
ing, UΦ̃(t,s)MdV =0 is equivalent to UMi−1MdV =0 for
i=1,2, ..., ñ. The condition UΦ̃(t,s)N=0 is equivalent to
UMi−1N=0 and UΦ̃(t,s)M1=0 is equivalent to UMi−1M1=0,
for all i=1,2, ..., ñ. The requirement LV =0 is obtained by
imposing γ = γ̃ in (9) and (22).

Thus, Theorem 3 allows to obtain expanded systems satis-
fying the Inclusion Principle with the same H∞ performance
attenuation bound γ without an exact knowledge of transition
matrices.

Proposition 1: Consider the systems (1) with (9) and (18)
with (22). A pair (S̃, γ̃) includes the pair (S,γ) if LV =0 and

a) MV = 0, MdV = 0, N = 0, M1 = 0 or

b) UM = 0, UMd = 0, UN = 0, UM1 = 0.
(28)

Proof: The proof is straightforward when applying
Theorem 3.

Remark. If Md=0, M1=0 in (28), then a) and b) correspond
to particular cases within the Inclusion Principle called
restrictions and aggregations, respectively, [11].

Definition 7 presents the conditions under which a control
law designed in the expanded system S̃ can be contracted
and implemented into the initial system S. However, these
requirements do not guarantee that the closed-loop system
S̃C includes the closed-loop system SC in the sense of the
Inclusion Principle, i.e. S̃C⊃SC . Now, consider conditions
which include also H∞ performance attenuation bounds γ.
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They are presented by the following theorem using comple-
mentary matrices.

Theorem 4: Consider the systems (1) with (9) and (18)
with (22) such that S̃⊃S. Suppose that u(t)=

[
K̃+∆K̃(t)

]
x̃(t)

is a contractible control law designed in S̃. If MV =0,
MdV =0, N=0, M1=0 and LV =0 then (S̃C , γ̃)⊃(SC ,γ).

Proof: Suppose S̃⊃S and consider u(t)=
[
K̃+∆K̃(t)

]
x̃(t)

a contractible control law designed in S̃. The corresponding
state matrix of the closed-loop expanded system is given as
follows

S̃C : ˙̃x(t) =
[
Ã+ B̃K̃ +∆Ã(t)+∆B̃(t)K̃ + B̃∆K̃(t)

+∆B̃(t)∆K̃(t)
]
x̃(t)+

[
Ãd +∆Ãd(t)

]
x̃(t −d)

+ B̃1w(t)
= Ãp(t)x̃(t)+ Ãq(t)x̃(t −d)+ B̃1w(t),

z̃(t) =
[
C̃ +D[K̃ +∆K̃(t)]

]
x̃(t).

(29)

It follows from Definition 7 the contracted state
feedback controller u(t)=[K+∆K(t)]x(t) has the form
u(t)=

[
K̃+∆K̃(t)

]
V x(t). Consider the relation between the

state matrices of the closed-loop systems SC and S̃C given in
(8) and (29), respectively. The relation Ãp(t)=VAp(t)U+Mp

implies

Mp =M+N
[
K̃+∆K̃(t)

]
+V B

[
K̃+∆K̃(t)

]−V B
[
K̃+∆K̃(t)

]
VU

+V ∆B(t)
[
K̃+∆K̃(t)

]
(I−VU),

where Mp is a complementary matrix to be determined. Since
S̃C⊃SC is desired, the condition UMi

pV =0, i=1,2, ..., ñ, must
be satisfied. Imposing this requirement and using equations
(24), we can prove that MV =0, N=0 is a sufficient condition
so that UMi

pV =0 holds for all i=1,2, ..., ñ. Analogously,
the relation Ãq(t)=VAq(t)U+Mq implies Mq=Md . Imposing
UMi

dV =0 in order to verify the Inclusion Principle, MdV =0
is a sufficient condition under which UMi

dV =0 holds for all
i=1,2, ..., ñ. The condition U

[
B̃1w(t)

]
=B1w(t) is equivalent

to UM1=0 in terms of complementary matrices and conse-
quently M1=0 is a sufficient condition. Finally, LV =0 is the
same requirement as given in Theorem 3 when imposing
γ = γ̃.

The particular case a) in Proposition 1 satisfies Theorem
4 under which (S̃C , γ̃)⊃(SC ,γ). This case is used in the
following text.

Now, suppose that a controller u(t)=
[
K̃+∆K̃(t)

]
x̃(t) de-

signed in the expanded system S̃ satisfies the inequality in
Definition 4. It means that the robust quadratic stability with
H∞-norm bound γ is guaranteed for the closed-loop system
(29). Note that the controller design is performed with a
given γ̃.

Then, it is necessary to prove if the condition γ̃ = γ is
satisfied for the closed-loop system (8) with the contracted
controller u(t)=[K+∆K(t)]x(t) implemented into the initial
system S. This condition presents the following theorem.

Theorem 5: Consider the systems (1) with (9) and (18)
with (22). Suppose that MV =0, MdV =0, N=0, M1=0 and
LV =0 hold. Suppose that there exist a positive-definite sym-

metric matrix P̃ and a gain matrix K̃ such that the inequality

P̃(Ã+ B̃K̃)+(Ã+ B̃K̃)T P̃+ P̃
(
Z̃ + γ−2B̃1B̃T

1

)
P̃

+ε1K̃T ẼT
B

ẼB K̃ +
(

1+
1
ε2

)
(C̃ + D̃K̃)T (C̃ + D̃K̃)

+(1+ ε2) α̃2ẼT
k Ẽk + G̃ < 0

(30)

holds for ε1>0, ε2>0 and all admissible uncertainties, where
α̃2 =‖ H̃T

K
DT DH̃K ‖. Then, there exist a positive-definite sym-

metric matrix P=V T P̃V and a gain matrix K=K̃V such that
the robust stability with H∞ performance attenuation bound
γ is guaranteed for closed-loop system (8). Moreover, γ = γ̃.

Proof: Consider u(t)=
[
K̃+∆K̃(t)

]
x̃(t) a contractible

controller designed for the system S̃. Suppose the gain matrix
K̃ together with a given positive-definite symmetric matrix
P̃ satisfy (30). Substitute the relations (24) into (30), where
the matrices Z̃ and G̃ have the same meaning as Z and G
in (13) but for the expanded system S̃. Then, the inequality
(30) implies inequality (15) by Definition 4 when consid-
ering a positive-definite symmetric matrix P>0 in the form
P=V T P̃V , EB =ẼB , EK =ẼKV and HK =H̃KV . Thus, the robust
quadratic stability with H∞-norm bound γ is guaranteed for
closed-loop system (8) by using the contracted controller
u(t)=[K+∆K(t)]x(t)=

[
K̃+∆K̃(t)

]
V x(t). By the hypothesis

of this theorem γ = γ̃. It satisfies Theorem 4.

A. Overlapping State Feedback

Information structure constraints on the state feedback
gain matrices includes different practically important struc-
tures corresponding with the sparsity forms of gain matrices
well known in the theory of sparse matrices. These particular
forms are a block diagonal form, a block tridiagonal form,
and a double bordered block diagonal form corresponding
with decentralized, overlapping, and DBBD gain matrices,
respectively. Generally, their control design may be effec-
tively performed using LMI approach [19].

Standard way of reasoning supposes two overlapping sub-
systems with the structure of matrices A, ∆A(t), Ad , ∆Ad(t)
and B, ∆B(t), B1, respectively, in the form:⎡

⎢⎣ ∗ ∗
�

�

�

∗−−−
�

�

�

−−−∗ ∗ ∗−−−
�

�

�

−−−∗
�

�

�

∗ ∗

⎤
⎥⎦ ,

⎡
⎢⎣ ∗

�

�

�

∗�

�

�

−−−∗
�

�

�

∗−−−∗
�

�

�

∗

⎤
⎥⎦ , (31)

where Aii, ∆Aii(t), Adii , ∆Adii(t) for i=1,2,3 are ni×ni

dimensional matrices. Bi j, ∆Bi j(t) and B1i j for i=1,2,3 as
well as j=1,2 are ni×m j and ni×p j dimensional matrices,
respectively. The dimensions of the components of the vector
xT (t)=

[
xT

1 (t),xT
2 (t),xT

3 (t)
]

are n1, n2, n3, respectively, and
satisfy n1+n2+n3=n. The partition of uT (t)=

[
uT

1 (t),uT
2 (t)

]
has

two components of dimensions m1, m2 such that m1+m2=m.
A standard particular selection of the matrix V is selected as
follows:

V =

⎡
⎣ In1 0 0

0 In2 0
0 In2 0
0 0 In3

⎤
⎦ . (32)

This transformation leads in a simple natural way to an
expanded system where the state vector x2 appears repeated
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in x̃T (t)=
[
xT

1 (t),xT
2 (t),xT

2 (t),xT
3 (t)

]
, [11]. The expanded con-

troller has a block diagonal form with two subblocks of
dimensions m1×(n1 +n2) and m2×(n2 +n3) as follows:

K̃D =

[
K̃11 K̃12

�

�

�

0 0
−−− −−−

�

�

�

−−−−−−
0 0 �

�
K̃23 K̃24

]
. (33)

The corresponding contracted gain matrix has a block tridi-
agonal form as follows:

KT D =

[
K̃11 K̃12

�

�
0

−−− −−− −−−
0 �

�
K̃23 K̃24

]
. (34)

However, the design of overlapping controllers depends
on the structure of matrices B and ∆B(t). Type I corresponds
with all nonzero element of all input matrices in (31), while
Type II corresponds with all elements (∗)21 = 0 and (∗)22 =
0. The LMI control design for Type I can be performed
directly on the original system. Type II requires to perform
the LMI control design in the expanded space because the
direct design usually leads to infeasibility [19].

To simplify the control design for Type II case, let us intro-
duce the following concept. Denote PT D a block tridiagonal
matrix. Suppose that the dimensions of its blocks correspond
with the dimensions of overlapping subsystems.

Definition 8: Consider the system (1) with (9). The con-
troller uT Dx(t)=[KT D +∆KT D(t)]x(t) with block tridiagonal
matrices KT D and ∆KT D(t) is a td-resilient H∞ state feedback
controller if there exist a positive-definite symmetric matrix
PT D and a gain matrix KT D such that the inequality

PT D(A+BKT D)+(A+BKTD)T PT D +PT D

(
Z + γ−2B1BT

1

)
PT D

+ε1KT
T D

ET
B

EBKT D +
(

1+
1
ε2

)
(C +DKT D)T (C +DKT D)

+(1+ ε2)α2ET
K EK +G < 0

(35)
holds for all admissible uncertainties (2) and (7), where
α2 =‖ HT

K
DT DHK ‖.

It guarantees the robust quadratic stability with H∞-norm
bound γ of the closed-loop system (8).

Theorem 6: Consider the systems (1) with (9) and (18)
with (22). Suppose that MV =0, MdV =0, N=0, M1=0
and LV =0 hold. Consider the subsystem structure (31)
and the transformation matrix (32). Suppose there exist
a matrix P̃D>0 and a gain matrix K̃D satisfying (30).
Then uT D(t)=[KT D +∆KT D(t)]x(t)=

[
K̃D +∆K̃D(t)

]
V x(t) is a

td-resilient H∞ state feedback controller with the matrix
PT D =VtP̃DV>0 for the system S satisfying γ = γ̃.

Proof: It is straightforward because this theorem is a
particular case of Theorem 5.

IV. CONCLUSIONS

The paper contributes to the solution of the overlapping
H∞ resilient state feedback control design for a class of
nonlinear continuous-time uncertain state delayed nomi-
nally linear systems. Time-varying unknown norm bounded
parameter uncertainties are considered in the system and
the controller. Conditions preserving closed-loop systems

expansion-contraction relations guaranteeing the H∞ dis-
turbance attenuation bounds have been proved. They are
derived in terms of conditions on complementary matrices.
An LMI delay independent procedure has been supplied as
a control design tool. The results have been specialized into
overlapping decentralized control setting. It means that the
presented method leads to the control design of robust H∞
resilient state tridiagonal feedback controllers.
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