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Abstract— The application of two evolutionary optimisation
methods, namely differential evolution and genetic algorithms,
to the clearance of nonlinear flight control laws for highly aug-
mented aircraft is described. The algorithms are applied to the
problem of evaluating a nonlinear handling qualities clearance
criterion for a simulation model of a high performance aircraft
with a delta canard configuration and a full-authority flight con-
trol law. Hybrid versions of both algorithms, incorporating local
gradient-based optimisation, are also developed and evaluated.
Statistical comparisons of computational complexity and global
convergence properties reveal the benefits of hybridisation for
both algorithms. The differential evolution approach in par-
ticular, when appropriately augmented with local optimisation
methods, is shown to have significant potential for improving
both the reliability and efficiency of the current industrial flight
clearance process.

I. INTRODUCTION

Modern high performance aircraft are often designed to be
naturally unstable due to performance reasons and, therefore,
can only be flown by means of a flight control system
which provides artificial stability. As the safety of the aircraft
is dependent on the controller, it must be proven to the
clearance authorities that the controller functions correctly
throughout the specified flight envelope in all normal and
various failure conditions, and in the presence of all possible
parameter variations.

This task is a very lengthy and expensive process, partic-
ularly for high performance aircraft, where many different
combinations of flight parameters (e.g. large variations in
mass, inertia, centre of gravity positions, highly nonlin-
ear aerodynamics, aerodynamic tolerances, air data system
tolerances, structural modes, failure cases, etc.) must be
investigated so that guarantees about worst-case stability and
performance can be made, [1].

The goal of the clearance process is to demonstrate that
a set of selected criteria expressing stability and handling
requirements is fulfilled. Typically, criteria covering both
linear and nonlinear stability, as well as various handling
and performance requirements are used for the purpose of
clearance. The clearance criteria can be grouped into four
classes, (i) linear stability criteria, (ii) aircraft handling/Pilot
Induced Oscillation (PIO) criteria, (iii) nonlinear stability
criteria, and (iv) nonlinear handling criteria. This paper
focuses on the evaluation of a nonlinear handling criterion,
which is described in detail in the next section. Details of
the other clearance criteria can be found in [1].

In the clearance process, for each point of the flight
envelope, for all possible configurations and for all combi-
nations of parameter variations and uncertainties, violations
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of the clearance criteria and the worst-case result for each
criterion must be found. Based on the clearance results,
flight restrictions are imposed where necessary. Faced with
limited time and resources, the current flight clearance pro-
cess employed by the European aerospace industry uses a
gridding approach, whereby the various clearance criteria
are evaluated for all combinations of the extreme points of
the aircraft’s uncertain parameters [1]. This process is then
repeated over a gridding of the aircraft’s flight envelope.
Clearly, the effort involved in the resulting clearance assess-
ment increases exponentially with the number of uncertain
parameters. Another difficulty with this approach is the fact
that there is no guarantee that the worst case uncertainty com-
bination has in fact been found, since (a) it is possible that
the worst-case combination of uncertain parameters does not
lie on the extreme points, and (b) only a few selected points
in the aircraft’s flight envelope can be checked. This paper
presents a new approach to the clearance problem based on
the use of hybrid optimisation techniques, which will be
shown to have the capability to significantly improve both
the reliability and efficiency of the current flight clearance
process. Note that this paper is a summary of the complete
results of this study, which are presented in [2].

II. ADMIRE - AIRCRAFT MODEL

The aircraft model used in this study is the ADMIRE
(Aero-Data Model In a Research Environment), [3], a non-
linear, six degree of freedom simulation model developed
by the Swedish Aeronautical Research Institute (FOI) using
aero data obtained from a generic single seated, single engine
fighter aircraft with a delta-canard configuration. ADMIRE
is augmented with a full-authority flight control system and
includes engine dynamics and detailed nonlinear actuator
models. The model includes a large number of uncertain
aerodynamic, actuator, sensor and inertia parameters, whose
values, within specified ranges, can be set by the user. Table
I shows the uncertain parameters considered in this study.
For more details of the ADMIRE model, control law and
flight envelope, the reader is referred to [3] and [4].

A. Nonlinear Clearance Criterion

The clearance criterion considered in this study is the AoA
limit exceedence criterion [1, 5, 6], which aims to assess the
effectiveness of the AoA limiting scheme in the flight control
system. For this criterion it is required to identify the flight
cases where, for a defined pull-up manoeuvre, the maximum
overshoot occurs in AoA. The corresponding worst-case
combination of uncertainties must also be computed. The
defined pull up manoeuvre is a rapid pull in longitudinal
stick to a defined level (40N) at a 640N/sec stick rate with
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TABLE I

AIRCRAFT MODEL UNCERTAIN PARAMETERS [5]

Parameter Bound Description

∆mass [-0.1, +0.1] variation in aircraft mass from nominal one (9100 kg) [%]

∆xcg [-0.075, +0.075] variation in position of center of mass [m]

∆Cmδe
[-0.05, +0.05] uncertainty in pitching moment due to elevator deflection [1/rad]

∆Iyy [-0.2, +0.2] uncertainty in aircraft inertia around y-axis from nominal one (81000 kg·m2 ) [%]

∆Cmα [-0.05, +0.05] uncertainty in pitching moment due to AoA [1/rad]

stick hold for 10 seconds. The analysis aims to estimate the
clearance criterion [1]:

αmax = max(α(t)) for t ≤ 10 [sec] (1)

for all possible combinations of aircraft parametric uncer-
tainty.

B. Optimisation Based Flight Clearance

In this paper the flight clearance problem defined above
is formulated as an optimisation problem and solved using
a number of different approaches. The optimisation problem
itself is to find the combination of real parametric uncer-
tainties that gives the worst value of the criterion defined
in (1). Since this and many other clearance criteria must
be checked over a huge number of envelope points and
aircraft configurations, it is imperative to find the most
computationally efficient approach to the problem. Previous
efforts to apply optimisation methods to this problem, [1]
Chapter 7, have revealed that the nonlinear optimisation
problems arising in flight clearance, while having relatively
low order, often have multiple local optima and expensive
function evaluations. Therefore, the issue of whether to use
local or global optimisation, and the associated impact on
computation times is a key consideration for this problem.

In [1] Chapter 21, local optimisation methods such as SQP
(Sequential Quadratic Programming), and L-BFGS-B (Lim-
ited memory Broyden-Fletcher-Goldfarb-Shanno method
with Bounded constraints) were used to evaluate a range
of linear clearance criteria for the HIRM+ (High Incidence
Research Model) aircraft model. In [1] Chapter 22, global
optimisation schemes such as Genetic Algorithms (GA),
Adaptive Simulated Annealing (ASA) and Multi Coordinate
Search (MCS) were also applied to evaluate nonlinear clear-
ance criteria for the same aircraft model. In [5, 6] global
optimisation methods such as GA and ASA were applied
to the ADMIRE model with a different flight clearance
criterion. To demonstrate the limitations of using local op-
timisation methods for the type of problem considered in
this study results using Sequential Quadratic Programming
(as implemented in the function “fmincon” from [7]) are
shown in Table II - the last column shows the total number
of simulations, i.e., the number of cost function evaluations.
Later, it will be shown, via exhaustive global optimisation
trials, that the parameter combination in the second row is
(as far as can be established) the global solution. As shown
in the table, however, for each different initial guess for the
values of the uncertain parameters, the local optimisation
algorithm converges to a different point in the uncertain

parameter space. These results show that using local opti-
misation methods in isolation allows very little confidence
to be established that the true worst-case violation of the
clearance criterion has been found.

III. GLOBAL OPTIMISATION

A. Genetic Algorithms

The first global optimisation method we consider in this
study is Genetic Algorithms (GA), which are general purpose
stochastic search and optimisation procedures, based on
genetic and evolutionary principles [8]. In a genetic search
technique, a randomly sourced population of candidates
undergoes a repetitive evolutionary process of reproduction
through selection for mating according to a fitness function,
and recombination via crossover with mutation. A complete
repetitive sequence of these genetic operations is called a
generation. The candidates are encoded as artificial chromo-
somes, and a fitness function is defined to assign a perfor-
mance index to each candidate - this function is specific
to the problem and is formed from the knowledge domain.
GA have become a popular, robust search and optimisation
technique for problems with large as well as small parameter
search spaces. The recent survey paper [12] reports that GA
have also become a very popular search and optimisation
technique for problems in control engineering. Due to their
stochastic nature, global optimisation schemes such as GA
can be expected to have a much better chance of converging
to a global optimal. The price to be paid for this improved
performance is a dramatic increase in computation time
when compared to local methods. In the sequel, the genetic
operators employed to generate and handle the population in
the GA for the clearance problem are described. The reader is
referred to [8] for more details of different operators, binary
coding schemes and the theory of genetic search in general.
For details of the variable representation, selection, crossover
and mutation strategies used in the present study, the reader
is referred to [2].

Figure 1 shows the number of simulations versus the best
fitness for 100 GA trials. The statistics of the results, from
the 100 independent trials, are given in Table III. The upper
histogram of Fig.2 shows the percentage distribution of the
maximum value of AoA achieved over the 100 trials. The
lower histogram of Fig.2 shows the percentage distribution
of the total number of simulations required to obtain the
solution over the 100 independent trials. A large number of
simulations, an average of 4485 simulations in this case, is
required to obtain the global, or near global solution. The
probability of success in attaining the true global solution is
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TABLE II

RESULTS FOR LOCAL OPTIMISATION ALGORITHM

Starting Point Convergent Point Number of[
∆0

mass, ∆0
xcg, ∆0

Cmδe
, ∆0

Iyy
, ∆0

Cmα

] [
∆∗

mass, ∆∗
xcg, ∆∗

Cmδe
, ∆∗

Iyy
, ∆∗

Cmα

]
Simulations

[0, 0, 0, 0, 0] [0.100, 0.0750, 0.050, 0.06084, 0.050] 375

[0.100, 0.0750, 0.050, 0.200, 0.050] [0.100, 0.0750, 0.050, 0.18309, 0.050] 366

[-0.100, -0.0750, -0.050, -0.200, -0.050] [0.100, 0.0750, 0.050, -0.12634, 0.050] 322
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Fig. 1. GA - No. of simulations vs. best fitness

also rather low, at only 65%. The global solution found in
this example is the following:[

∆∗
mass, ∆∗

xcg, ∆∗
Cmδe

, ∆∗
Iyy

, ∆∗
Cmα

]
= [0.1000, 0.0750, 0.0500, 0.18309, 0.0500]

(2)

and αmax is 36.0908◦. Note that four of the uncertain
parameters in this case are on their upper bounds and ∆∗

Iyy
is inside its bound. A sensitivity analysis is performed about
the solution and is shown in Figure 3, where the x-axis is
normalized. As shown in the figure, the uncertain parameter
∆Iyy has many local maxima.

Tuning of the GA optimisation parameters, such as the
different GA-operator probabilities may, of course, improve
the above results to a certain extent. However, there are few
available guidelines as to how to do this tuning. Another pos-
sible approach would be to use alternate selection schemes
and scaling and ranking procedures, such as those described
in Ref. [8] Chapter 4. However, for the present problem the
advantage to be gained from these techniques is not expected
to be significant. Finally, we note that in the context of the
current flight clearance process, the computational cost of the
number of simulations required by the above approach would
be likely to prove prohibitive to its widespread adoption by
industry, [1] Chapter 1.

B. Differential Evolution

The second global optimisation method considered in this
study is Differential Evolution (DE), a relatively new global
optimisation method, introduced by Storn and Price in [14]. It
belongs to the same class of evolutionary global optimisation
techniques as GA, but unlike GA it does not require either a
selection operator or a particular encoding scheme. Despite
its apparent simplicity, the quality of the solutions computed

35.75 35.8 35.85 35.9 35.95 36 36.05 36.1
0

10

20

30

40

50

60

70

2000 3000 4000 5000 6000 7000 8000
0

5

10

15

20

25

30

No. of Simulations

N
o.

of
 In

de
pe

nd
en

t T
ria

l [
%

]
N

o.
of

 In
de

pe
nd

en
t T

ria
l [

%
]

αmax[deg]

Fig. 2. GA results histogram
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Fig. 4. DE mutation strategy

using this approach has been claimed to be often better than
that achieved using other evolutionary algorithms, both in
terms of accuracy and computational overhead [14].

The DE method has recently been applied to several prob-
lems in different fields of engineering design, with promising
results. In [13], for example, it was applied to find the
optimal solution for a mechanical design example formulated
as a mixed integer discrete continuous optimization problem.
In [15], the DE method has been applied and compared
with other local and global optimization schemes in an
aerodynamic shape optimization problem for an aerofoil.
For more details of the DE methodology, and the particular
initialization, mutation, crossover and selection strategies
employed in this study, the reader is referred to [2].

Figure 5 shows the number of simulations versus the best
fitness for 100 DE trials. 90 trials converged to the true global
solution given in Eq. 2, giving the maximum AoA overshoot.
Seven trials converged to solutions very close to the global
solution, and 3 trials gave different solutions.

Compared to the GA results, DE can be seen to offer
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TABLE III

GLOBAL OPTIMISATION COMPARISON STATISTICS : NO. OF SIMULATIONS

Optimisation Method Trails Average Minimum Maximum Standard Deviation Probability of Success

GA 100 4485 2400 7500 828.364 65%

DE 100 3086 1152 4176 567.57 90%
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Fig. 3. Sensitivity Plots about the Global Solution
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Fig. 5. DE - No. of simulations vs. best fitness

significantly improved convergence properties, while the
reduced number of initial random starting points (only 12
initial random points against 50 random initial points for the
GA) means that the total number of simulations required in
each trial was also significantly reduced. Table III provides
the statistics of the results obtained from the 100 trials of
the DE algorithm, and also compares them to those from
the GA. The average number of simulations required for
DE, 3086 in this case, is 31% less than required by the
GA. The probability of success of the DE algorithm is also
much higher, at 90%. The left subplot in Fig.6 shows the
distribution of the maximum value of AoA achieved. The
right subplot shows the distribution of the number of simu-
lations over 100 independent trials of the DE algorithm. Note
that, in addition to the improved results, another advantage
of this method compared to GA is the reduced number of
optimisation parameters that must be adjusted by the user.
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Fig. 6. DE results histogram

IV. HYBRID OPTIMISATION

Global optimisation methods based on evolutionary prin-
ciples are generally accepted as having a high probability of
converging to the global or near global solution, if allowed to
run for a long enough time with sufficient initial candidates
and reasonably correct probabilities for the evolutionary
optimisation parameters. As shown by the preceeding results,
however, the rate of convergence can be very slow, and
moreover, there is still no guarantee of convergence to the
true global solution. Local optimisation methods, on the
other hand, can very rapidly find optimal solutions, but the
quality of those solutions entirely depends on the starting
point chosen for the optimisation routine. In order to try
to extract the best from both schemes, several researchers
have proposed combining the two approaches [9]–[11]. In
such hybrid schemes there is the possibility of incorporating
domain knowledge, which gives them an advantage over a
pure blind search based on evolutionary principles.
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A. Hybrid GA

The HGA scheme is based on the idea of associating with
both the global and local methods, a reward, or gain. The
reward associated with a method is a measure of how well
the method helped in providing a solution which is better
than the one previously found at each iteration. The reward
associated to each optimisation scheme will determine the
probability for that optimisation scheme to be chosen at the
next iteration. The reward for each optimisation scheme thus
keeps varying depending on how well it is performing. A
simple way to assign a reward is with a weighted geomet-
ric average. The following equation is used to update the
weighted reward for each optimisation scheme [11]:

W k+1
GA/Local = W k

GA/Local(1− c)+ cRk
GA/Local (3)

where W k and Rk are the weighted reward and the improve-
ment in the solution at the iteration k, respectively, and c is a
constant in [0, 1]. Rk is computed based on the improvement
in the best solution attained over each iteration/generation.
In case no improvement occurs, the value of Rk is set equal
to zero. If one knows at each time step which optimisation
method is going to give most improvement towards the
global solution, that particular method can be chosen to ac-
celerate the convergence. When it is not known beforehand,
a decision is taken based on the previous reward and by
calculating the associated probability. A pseudocode listing
for the algorithm used in the hybrid switching scheme is
given in [2].

Due to the frequent occurrence of local maxima in flight
clearance problems, it is desirable that, initially, the GA
should have a higher probability of being chosen than the
local algorithm. Hence, initially the weights for GA and the
local algorithm are given as 0.9 and 0.1, respectively. The lo-
cal algorithm used in the present study is the implementation
of the SQP method [7], described in Section III.

Due to the improved convergence properties of the HGA
algorithm (see below), it was possible to reduce the size of
the initial population to 40 candidates. The initial guess for
the local algorithm is taken from the population depending on
the calculation mode. There are two modes in the algorithm,
search and confirm. In search mode the initial guess is chosen
from the two best in the population. In confirm mode the
initial guess is chosen from a subset of the population,
chosen to be far away from the current best. From here
onwards the decision-making is done based on probability
matching depending on the rewards associated with each of
the optimisation schemes. The probability of selecting the
GA at any iteration can be calculated from the following
equation [11]:

Pk
GA = W k

GA/
(

W k
GA +W k

Local

)
(4)

A random number generator simulates a coin toss and
depending on the result one of the optimisation schemes is
chosen and proceeded with. If the scheme chosen is global
optimisation, it proceeds with only one generation. If the
local scheme is chosen, then the optimisation runs until it
either converges or reaches the defined maximum number of
cost function evaluations. At the end of a run of either of
the optimisation schemes, the improvement achieved above
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Fig. 7. HGA - No. of simulations vs. best fitness
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Fig. 8. HGA histogram

the value of the best solution prior to the optimisation run
is checked. The reward for a particular, local or global,
optimisation is assigned, the probabilities are updated and
the sequence is repeated until no improvement occurs from
either of the two methods.

Figure 7 shows the number of simulations versus the
best fitness for 100 trials of the HGA. Table IV provides
the statistical results. The average number of cost function
evaluations required was 2011, an improvement of 55% when
compared with the standard GA. The success rate in finding
the true global solution is also dramatically improved, from
65% to 92%. The upper and lower subplots of Fig. 8 show
the histogram distributions of maximum AoA obtained and
the number of simulations taken respectively, over the 100
independent trials.

B. Hybrid DE

In [16], the conventional DE methodology was augmented
by combining it with a downhill simplex local optimisation
scheme. This hybrid scheme was applied to an aerofoil shape
optimization problem and was found to significantly improve
the convergence properties of the method. At each iteration,
local optimisation was applied to the best individual in a
current random set. The hybrid DE scheme employed in this
study applies gradient-based local optimisation, again using
“fmincon”, to a solution vector randomly selected from the
current set - for our problem, this was seen to give better
results than using the best solution vector, as proposed in
[16]. When the local scheme is chosen, the optimisation
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TABLE IV

HYBRID OPTIMISATION COMPARISON STATISTICS : NO. OF SIMULATIONS

Optimisation Method Trails Average Minimum Maximum Standard Deviation Probability of Success

HGA 100 2011 1357 4468 547.42 92%

HDE 100 1106 477 1434 192.42 98%
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Fig. 9. HDE - No. of simulations vs. best fitness
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Fig. 10. HDE results histogram

starts from the given initial condition and continues until
it either converges or reaches a defined maximum number
of cost function evaluations. The algorithm is simple, and
tries to search for the global optimum in a “greedy” way,
demanding improvement in the achieved optimum value in
every iteration. A psuedo-code for the hybrid DE algorithm
is given in [2].

Figure 9 shows the number of simulations versus the best
fitness for 100 trials of the HDE algorithm. Table IV provides
the statistical results and compares them with the results of
the HGA. The average number of cost function evaluations
required was 1106, an improvement of 64% when compared
with the standard DE algorithm, and 45% when compared
with the HGA. The success rate in finding the true global
solution is also extremely high, at 98%. The upper and
lower subplots of Fig. 10 show the histogram distributions
of maximum AoA obtained and the number of simulations
taken, respectively, over the 100 independent trials.

V. CONCLUSIONS

This paper has compared the performance of two different
evolutionary optimisation algorithms, namely genetic algo-

rithms and differential evolution, on a nonlinear flight control
law clearance problem. Hybrid versions of both algorithms
incorporating local gradient-based optimisation were shown
to offer significant advantages in terms of both reduced
computational complexity and improved global convergence
properties. In particular, the recently introduced differen-
tial evolution approach, when appropriately augmented with
local optimisation methods, was shown to have significant
potential for improving both the reliability and efficiency of
the current industrial flight clearance process.
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