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Abstract— Recently there have been a number of interesting
contributions to the stability analysis of network congestion
control based on fluid models. Here, we further this emerging
analysis by studying the structural limitations that so called
primal/dual congestion control algorithms impose. Such algo-
rithms rely on aggregated information from a network path, e.g.
TCP-Vegas use the aggregated queuing delay. We show through
local analysis that this imposes certain limitations of feedback
control. Viewed from the source side, the complementary
sensitivity and the sensitivity functions are severely restricted
when many sources share the same bottleneck. This impose that
source control must be small enough to achieve suitable noise
rejection.

In addition, a specialized congestion control paradigm where
all sources share a common time-base is analyzed. For this
scenario the analysis facilitates significantly and robustness
limitations towards configuration changes is observed.

I. INTRODUCTION

The tremendous complexity of the Internet makes it ex-
tremely difficult to model and analyze, and it has been
questioned if mathematical theory can offer any major
improvements in this area. However, recently significant
progress in the theoretical understanding of network conges-
tion control has been made following seminal work by Kelly
and coworkers [1], [2] (see also the surveys [3], [4] and the
book [5]). The key to success is to work at the correct level
of aggregation—which is, fluid flow models with validity
at longer time-scales than the round-trip time (RTT). By
explicitly model the congestion measure signal fed back to
sources, and posing the network flow control as an opti-
mization problem—where the objective is to maximize the
total source utility—it is shown that the rate control problem
can be solved in a completely decentralized manner [1], [6],
under the constraint that each source has a concave utility
function of its own rate.

This optimization perspective of the rate control problem
has been taken in a number of contributions. It also allows
for dynamical laws, and the developed algorithms can be
classified as: (1) primal, when the control at the source is
dynamic but the link uses a static law; (2) dual, when the
link uses a dynamic law but the source control is static; and
(3) primal/dual, when dynamic controls are used both at the
source and the links, see [7], [8], [9], for nice overviews.

By appropriate choice of utility function—even protocols
not based on optimization, such as TCP Reno—can be
interpreted as distributed algorithms trying to maximize
the total utility [9], [10]. Delay based protocols such as
TCP Vegas [11] or TCP FAST [12] can be classified as a
primal/dual algorithm with queuing delay as dynamic link
price (which is estimated at the source).
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To ensure that the system will reach and maintain a
favorable equilibrium, it is important to assess the dy-
namical properties—such as stability and convergence—of
the schemes. Instability means that the protocol is unable
to sustain the equilibrium; and manifests itself as severe
oscillations in aggregate traffic quantities, such as queue
lengths.

In the community, the main focus has been on stability;
with numerous contributions concentrating on proving sta-
bility for more or less general configurations and scenarios
as a result. Stability of the basic schemes was established
already in [1], [6] but under very idealized settings. Similar
work can be found in e.g. [13], [14], [15], [16]; however
all results mentioned above have ignored the effect of net-
work delay, which is critical for stability. Local stability
of Reno/RED with feedback delays has been studied in
[17], [18]. The stability analysis reveals that these protocols
tend to become unstable when the delay increases and,
more surprisingly, when the capacity increases. This has
spurred an intensive research in protocols that maintain
local stability also for networks with high bandwidth-delay
product, see e.g., [19], [20], [21]. Other examples of work
proving local stability when taking delay into consideration
are [22], [23], [24], [25]. To be able to achieve global results
but still not ignoring delay, the authors behind [26], [27],
[28], uses so called Lyapunov-Krasovskii and/or Lyapunov-
Razumikhin functionals to establish global convergence. An
alternative approach is taken in [29] where global stability
of a TCP/AQM setting is analyzed via integral-quadratic
constraints (IQC). A further discussion on different methods
for network analysis (focusing on stability issues) can be
found in [30].

This paper has a slightly different approach than the
above mentioned (and to authors knowledge, existing)
contributions—here, the emphasis is on the dynamical prop-
erties such as system adaption and disturbance rejection;
rather than on stability alone. We argue that it is of great
interest to expose underlying system limitations, considering
both system insight and future protocol design. Objective
evaluation of link- and source controller performance without
knowledge about system restrictions is in vain.

The paper is organized as follows. In Section II a well-
known model of a network is presented and linearized. This
model is used for local analysis in Section III, which in-
cludes a problem formulation and results regarding inherent
performance limitations in general. To achieve deeper insight
about the system, a case study is performed in Section IV.
Conclusions and suggestions of future work directions are
listed in Section V.

II. NETWORK MODEL

In this part we present the mathematical abstraction of
the network. The model and notation follows the spirit of
previous work found in e.g. [7], [31], [12].
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A. Fluid-flow model

A generic communication network can be modeled as
an indexed set of L resources (or links) each with an
associated finite capacity cl in packets per seconds, where
l ∈ {1, . . . , L}. The network is shared by a set of N
flows, competing about the offered capacity and indexed with
n ∈ {1, . . . , N}. Every flow is uniquely identified by its
source-destination pair.

To represent a certain network configuration (i.e. to as-
sociate flows with links they utilize) a routing matrix R ∈
R

L×N is introduced. It is assumed to remain fixed and it
is defined by: Rln = 1 if link l is used by source n, and
0 otherwise. Furthermore it is implicitly assumed that R is
properly posed—the configuration it represents is realizable.

Let a packet that is sent by flow n at time t appear at link

l at time t+τ f
ln, this forward delay τ f

ln models the amount of
time it takes to travel from source n to link l, and it accounts
for total latency and queuing delays. Define the backward
delay τ b

ln in the same manner: the time it takes between a
packet pass link l and the corresponding acknowledgment
is received at source n. The round-trip time associated with

source n, is in this context naturally defined as τn := τf
ln +

τ b
ln. In a buffering network round-trip time is generally time-

varying since queues normally are fluctuating. This is not
accounted for in the model and since our analysis is linear

τn, τf
ln and τ b

ln are all instead assumed to be represented
by their corresponding equilibrium values in the sequel. The
validity of the model is therefore only in time-scales coarser
than the round-trip time (see e.g. [7] for a more thoroughly
discussion).

The (continuous) transmission rate xn(t) in packets per
second of source n at time t is related to the source conges-

tion window wn(t) and the round-trip time as xn(t) := wn(t)
τn

and is accurate only for the longer time scales considered.
The aggregate flow yl(t) at link l is straightforwardly deter-
mined by the equation

yl(t) =
N∑

n=1

Rlnxn(t − τf
ln) =: rf (xn, τf

ln) (1)

where yl(t) must not exceed the associated capacity cl in
equilibrium.

Motivated by seminal work by Kelly and coworkers [1],
[2] and Low and Lapsley [6] the congestion measure signal
fed back to sources is modeled explicitly: each link has an
associated congestion signal referred to as price pl(t), further
it is assumed that every individual source has access to the
aggregate price qn(t) of all links along its path. This is
mathematically expressed as

qn(t) =
L∑

l=1

Rlnpl(t − τ b
ln) =: rb(pl, τ

b
ln). (2)

Obviously it is crucial that the actual price information at
links is distributed to- or estimated at sources.

B. Primal/dual control

As presented in [1], [6], the introduction of the concepts
of aggregate rate yl(t) and aggregate price qn(t), allow
specifications of dynamical source- and link laws that solves
the resource allocation problem in a distributed manner—
that is, without the need of explicit communication between

sources. In, so called, primal/dual control [1] each source is
assumed to adjust its transmission rate dynamically based on
the aggregate price qn(t) observed,

ẋn = kn(xn, qn, τn), (3)

and similarly each link updates its price dynamically based
on the amount of traffic it carries according to

ṗl = fl(pl, yl, cl). (4)

In a physical network the source control (3) is realized
by a dynamical window algorithm in an appropriate win-
dow based transmission control protocol such as e.g. TCP
NewReno [32] or TCP Vegas [11], while the link control
(4) is managed by an AQM scheme such as RED [33] or
REM [34].

At this stage, the only apriori assumptions we make
about the control is that: (3) and (4) stabilize the closed-
loop system presented in Fig. 1; and furthermore, that the

yl

plqn

yl = rf

(
xn, τ

f
xn

)

ẋn = kn (xn, qn, τn) ṗl = fl (pl, yl, cl)

qn = rb

(
pl, τ

b
xn

)

xn

Fig. 1. Schematic representation of the delayed closed loop system of
interconnected sources/resources.

sources have a so called demand curve x∗
n = k̃n(q∗n),

that is a monotonically decreasing function of price. The
demand curve is obtained from the source dynamics when the
system has settled, i.e. solving for x∗

n in kn(x∗
n, q∗n, τn) = 0.

The stability assumption is necessary to guarantee that the
system strives towards the optimal point (x∗, p∗), and the
constraints on the demand function is essential to achieve
a strictly concave increasing utility function—and more im-
portant: a concave optimization problem—which fits into the
optimization framework presented in [1], and hence solves
the resource allocation problem.

Note that we avoid to explicitly define the entity of the
price signal to keep the discussion as general as possible.

C. Linearized system

Since the focus of this paper is on local properties of
the interconnected source/resource system, it is suitable to
study small perturbations x = x∗ + δx, y = y∗ + δy, p =
p∗ + δp, q = q∗ + δq around the equilibrium. Fundamental
assumptions for the linear analysis to hold are [31]:

i) that the link control (4) is such that there exist no queu-
ing delay close to the equilibrium point—for example,
a virtual queue with target capacity slightly below the

physical capacity—with consequence that τ f
ln and τ b

ln
are constant and only dependent on the latency;

ii) equilibrium queues are sufficiently far away from link
saturations (such as buffer limits), this yields that
changes in a source’s rate δxn is observed by every
bottleneck along its path;

iii) non-bottleneck links have zero price, hence only bot-
tleneck links are taken into account in the analysis and
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elements corresponding to non-bottlenecks are removed
(but still, implicitly included in the model through the
latency they contribute with).

Before proceeding, remark the slight abuse of notation
that follows: the variables (x, y, p, q) are from now all
representing perturbations; and the elements in y and p
corresponding to non-bottlenecks, have been removed.

Assumption i) implies that (1) and (2) are time invariant,
the Laplace transform is applicable which yields that the
linearized aggregate quantities can be expressed as

y(s) = Rf (s)x(s) (5)

q(s) = RT
b (s)p(s) (6)

in the frequency domain (superscript T denotes transpose).
The forward delay matrix Rf (s) is obtained, using the
routing matrix R, by: first, eliminating rows in R corre-
sponding to non-bottleneck links; then, where 1’s appear—
replacing those by the appropriate frequency domain forward

delay e−τf
lns. The backward delay matrix Rb(s) is obtained

similarly, using backward delays e−τb
lns instead. That only

bottlenecks are accounted for implies that there are always
at least as many sources as links, i.e. N ≥ L is true by
definition. (Adjacent links with identical capacity carrying
the same traffic are viewed as one link). Furthermore it is
assumed that Rf (0) = RT

b (0) is of full rank.
Denote the linearized frequency domain source con-

trol Kn(s) and link dynamics Fl(s). Define K(s) :=
diag(Kn(s)) and F(s) := diag(Fl(s)) which yields that

x(s) = K(s)q(s) (7)

p(s) = F(s)y(s) (8)

in vector form. Now: (5), (6), (7) and (8)—together—defines
the linear closed loop system, representing the interconnected
source/resource system at equilibrium.

Only the reduced linearized system (and linear control) is
considered in the sequel of the paper. It is also sometimes
implicitly understood—by the argument—if it is the time
domain or corresponding frequency domain expression that
is considered.

III. LOCAL ANALYSIS

In this section it is discussed which signal mappings that
are motivated to study. A structural performance limitation is
revealed which questions the performance of any distributed
control.

A. Design objectives

1) Disturbance attenuation: Only persistent sources—so
called, “elephants”—are included in the fluid-flow model
introduced in the previous section. However, the network
is also utilized by short “mice” traffic not accounted for.
This additional traffic will influence individual link prices
pl(t), and subsequently propagate to the persistent sources
via the aggregate price q(t). A natural way to model this is
to treat the “mice” as noise on the link rates, or similarly:
noise (filtered through link dynamics) affecting the prices.
Another issue is that bottlenecks only are included in the
network model. Nevertheless, also non-bottleneck links along
a source’s path might be exposed to “mice” cross-traffic—
contributing to qn(t) occasionally through the (not modeled)

price mechanism. Therefore, it is here claimed: that the
effect of non-modeled traffic together with other disturbances
is naturally modeled as additional noise on the aggregate
price q(t). As a consequence, it is concluded that the signal
mapping between the aggregate price and the source rate

Gxq : q �→ x (9)

should attenuate noise; which here is stated as a design
objective. Furthermore, we also remark that the performance
of the short lived flows are strongly connected to the behavior
of the persistent sources through the price dynamics. This
should be accounted for in the control design objective
as well, especially considering the global control law not
discussed in this paper. As an example, a delay based scheme
should converge towards minimal queues.

2) Adaptation: The modeled network is utilized by N
persistent sources, coexisting with uncontrolled “mice” traf-
fic treated as noise. In a real setting, however, the number
of sources N is not fixed—even persistent sources connects
and disconnects occasionally. In a system perspective, it is
of great interest that remaining sources adapt to the new
conditions suitable fast and smooth. Unfortunately, such
variations in the configuration—which results in changes in
the routing matrix R—are not handled by the model since R
is not allowed to change dynamically, as stated in Section II.
The phenomena must instead be dealt with in an alternative
way.

When a persistent source disconnects it means that the
links along the source’s path will experience a sudden
negative change in the aggregate rate. This spare bandwidth
should be effectively used by the remaining sources. On
the other hand, when a new persistent source connects it
means a (more or less sudden) temporary increase in the
aggregate rate in the links it sends over. This increase should
be observed by the other affected sources, that subsequently
decrease their rates, with the result that the system converges
towards a new equilibrium. These phenomena deriving from
the configuration changes, are modeled by applying suitable
signal changes in the aggregate traffic yl(t), meanwhile
keeping the network configuration fixed. To be able to parry
such changes in the configuration, it is crucial for the system
that the mapping from the aggregate rate to the source rate

Gxy : y �→ x (10)

tracks sufficient high frequencies (i.e. have suitable high
’bandwidth’ in control nomenclature). Remark that—since
the analysis is linear—only configuration changes resulting
in small enough changes in yl(t) is considered. However,
since the equilibrium system obeys the linear dynamics
initially, the discussion is also valid in the initial phase of
more major changes.

3) Summary of control objective: The MIMO transfer
function from the aggregate rate y(t) to the source rate x(t)
is given by:

Gxy(s) =
(
I + K(s)RT

b (s)F(s)Rf (s)
)−1 K(s)RT

b (s)F(s),
(11)

and similarly between the aggregate price q(t) and x(t):

Gxq(s) =
(
I + K(s)RT

b (s)F(s)Rf (s)
)−1 K(s), (12)
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where I denotes the identity matrix. Based on the previous
discussion we conclude that the design objective is twofold:

a) σn (Gxq(jω)) should be small for all frequencies, and
b) σl (Gxy(jω)) ≈ 1 for all frequencies,

where σi(A) denotes the ith singular value of a matrix
A; this is unfortunately contradictive, as shown in the next
subsection.

B. Structural limitation

1) Preliminaries: Before we proceed with the discussion
on the properties of the singular values of Gxq and Gxy , we
present the following preliminaries.

Lemma 3.1 (Fan’s theorem): Let C
l×n denote the space

of complex l × n matrices, and σi(A) the ith singular value
of A ordered decreasingly. The double sided inequality

σi(A) − σ1(B) ≤ σi(A + B) ≤ σi(A) + σ1(B) (13)

holds for all A,B ∈ C
l×n and i = 1, . . . ,min(l, n).

Proof: See [35].
This result is used in the theorem below.

Theorem 3.1: Assume Rf , RT
b ∈ C

L×N and K,F ∈
C

N×N are all of full rank, then if N > L the max-
imum singular value of the sensitivity function S :=(
I + KRT

b FRf

)−1
fulfills σ1(S) ≥ 1.

Proof: Define the complementary sensitivity function as

T := I − S =
(
I + KRT

b FRf

)−1 KRT
b FRf . By definition

T ∈ C
N×N . However, rank(T ) = L as rank

(
RT

b FRf

)
=

L and S and K both have full rank N . It follows that σi(T ) =
0 for i = N −L + 1, . . . , N . From Lemma 3.1 we conclude
that σi(T ) = σi(I −S) ≥ σi(I)−σ1(−S) = 1−σ1(S) and
subsequently σ1(S) ≥ 1−σi(T ) ≥ 1−σN (T ) = 1− 0 = 1.

Remark 3.1: Note that σ1 (S(jω)) ≥ 1 is true for all
frequencies ω ∈ [0,∞). For every frequency there is thus a
direction in which the sensitivity function amplifies signals.

Remark 3.2: By inspection of S = I−T it is realized that
all input signals x(t) with Fourier transform X(jω) in the
null-space of T also pass through S unaffected, or formally
S(jω)X(jω) = (I − T (jω))X(jω) = X(jω) if X(jω) ∈
ker(T (jω)) = ker(Rf (jω)). From this it can be concluded
that there, by construction, exist at least N − L different
input directions where S lacks noise attenuation. If N is
much larger than L, this limits the control performance for
such a system.

2) Limitation: Rewriting (11) and (12) in terms of S
yields

Gxy(s) = S(s)K(s)RT
b (s)F(s), (14)

Gxq(s) = S(s)K(s), (15)

and we observe that the source control K(s) must be small
at the frequencies where disturbances affects the aggregate
price, this to guarantee that Gxq attenuates noise when
sources outnumbers bottlenecks, N > L. Since control is
completely decentralized, and in addition should be applica-
ble in numerous scenarios spanning a wide range of network
configurations, there is no motivation—from a performance
point of view—for control design focusing on certain signal
directions (of course, MIMO stability must be fulfilled).
Making the singular values of K(s) small; or explicitly, each
Kn(s) small, is hence the best that can be achieved in this
particular case.

Assume Kn(s) is forced to be small to achieve noise
suppression in Gxq(s); then, to compensate for that and to
get Gxy ≈ 1, the link law Fl(s) must have high gain. Since
both source and link control are real systems and hence
must be causal, however, Kn(s) and Fl(s) must be proper—
with upper bounded high frequency gain as a consequence.
This implies that there—due to the structure of the system—
exists an unavoidable tradeoff between tracking abilities in
Gxy(s) and damping in Gxq(s), whenever the number of
sources are greater than the number of bottlenecks. This
obviously constrains the achievable performance since the
source/resource system is so vulnerable to certain signal
directions.

IV. CASE STUDY: HOMOGENEOUS NETWORK

In this section we further investigate the results from
the previous sections by studying a less general setting: a
homogeneous network employing universal linear source-
and link laws. This dramatically simplifies the calculations
but still yields insight of some properties of the system.

A. The network

A class of source/resource systems obeying a certain
structure are explored. The assumptions about the system
are the following:

1) the price mechanism is universal on a local basis; that
is, the link transfer function matrix can be written
as F(s) = F (s)I , where F (s) is a scalar. This
includes, of course, the single bottleneck case using
any permissible algorithm; but also, for example, in
a delay based setting a network with homogeneous
capacity, employing virtual queues with identical target
rates as price control law.

2) All (persistent) sources share a common round-
trip time τ . This could be achieved by introduc-
ing an universal delay, by virtually holding the
acknowledgment—when received at source—an ap-
propriate amount of time. Note that this does not
automatically imply decreased performance [36] for
the MIMO source/resource system, and remember that
it is control at equilibrium that is considered (it is not
necessary to impose delays in the transient phase). (Of
course, it could also be due to a favorable network
configuration as well.)

3) It is assumed that all sources employ identical rate con-
trollers around equilibrium; that is, the source transfer
function matrix can be expressed as K(s) = K(s)I ,
where K(s) is a scalar. This is partly motivated by the
previous statement about a common round-trip time,
but also, for example, constrains us to only consider
source laws that are proportional fair.

Furthermore it is also assumed that both link- and source
laws are such that the system is open loop stable.

It could be argued that a system obeying the simplification
above are too specialized to be of interest. However, such
an example provides insight in what can not be attained
in the general case—at least. It also, e.g., includes the
case of multiple homogeneous protocols sending over a
single bottleneck which should be representative for many
applications and hence quite generic.

Before proceeding with the dynamical properties of the
presented system, conditions for local stability are studied.
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B. Local stability constraint

1) Loop gain and a structural property: Define the open
loop transfer function

L(s) := K(s)RT
b (s)F(s)Rf (s), (16)

which can be rewritten as

L(s) = K(s)F (s)e−τsR∗
f (s)Rf (s), (17)

(superscript ∗ denotes conjugate transpose) by introducing
the scalar laws, and using that the backward delay matrix
can be expressed in terms of the forward delay matrix and
the round-trip time as Rb(s) = Rf (−s) diag (e−τns) =
e−τsRf (−s).

Introduce R̄f (s) := R∗
f (s)Rf (s) which has n real (only)

eigenvalues λn (ordered decreasingly), since it is Hermitian
by construction. Furthermore it is easily verified that λn is
always positive. Using that the spectral radius of a matrix is
bounded by any induced matrix norm yields

λ1 ≤ ‖R̄f (s)‖ = ‖R∗
f (s)Rf (s)‖∞

≤ ‖R∗
f (s)‖∞‖Rf (s)‖∞ = L · N, (18)

where ‖ · ‖∞ represent the max-row-sum norm. Hence 0 ≤
λn ≤ L · N is true for all n.

2) Stability using the generalized Nyquist criterion: To
show local stability for a MIMO system in the presence of
time delays, the generalized Nyquist criterion [37] is suitable;
it implies that if a system is open loop stable, the feedback
system is locally stable if each eigenloci of the open loop
transfer function does not encircle −1. Interpolating this
result to the source/resource system yields that if Ln(s) :=
K(s)F (s)e−τsλn does not encircle −1 for all n, local
stability is guaranteed.

Define the phase-crossover frequency ωp by the identity

arg Ln(jωp) = arg K(jωp)F (jωp)e−jωpτλn

= arg K(jωp)F (jωp) − ωpτ = −π. (19)

Obviously ωp is independent of the forward- and backward-
delay matrices respectively. Examine the magnitude of the
eigenloci,

|Ln(jωp)| = |K(jωp)F (jωp)e−jωpτλn|
≤ |K(jωp)| |F (jωp)| · L · N (20)

which gives that local stability is achieved as long as

|K(jωp)| |F (jωp)| <
1

L · N (21)

is fulfilled. This is is line with the findings about gain con-
strains for local stability found in [38], [25], [31]. However,
due to the special structure of the system, the constraint is
in this case relaxed to a single frequency only (which is
determined by source control K(s), link control F (s) and
the universal round-trip delay τ ).

C. Dynamical properties

The task of designing a source control K(s) and a link
control F (s) to obtain a damped Gxq(s) (12) and a high
’bandwidth’ Gxy(s) (11) is further discussed below.

Define C = K(s)F (s)e−sτ for a more compact notation.
Represent the forward delay matrix in a singular value
decomposition, i.e. Rf (s) = UΣV ∗ where the singular

values in Σ is ordered decreasingly. Now, the sensitivity
function S can be written as

S =
(
I + CR∗

fRf

)−1 =
(
I + CV ΣT ΣV ∗)−1

= V
(
I + CΣT Σ

)−1
V ∗ = V SσV ∗ (22)

where

Sσ(s) :=

(
diag

(
1

1+K(s)F (s)e−sτ σ2
l (Rf (s))

)
0

0 I

)
(23)

whose diagonal elements are also the eigenvalues of S.
Subsequently, the singular values of Gxq(s) are obtained by
combining (15), (22), (23), and thus L of them is given by

σn (Gxq(jω)) =
∣∣∣∣ K(jω)
1 + K(jω)F (jω)e−jωτσ2

l (Rf (jω))

∣∣∣∣ ,

(24)

where l = 1, . . . , L, and the remaining N − L ones by

σn (Gxq(jω)) = K(jω). (25)

Observe that the ordering of the singular values is frequency
dependent. From (24) and (25) it is explicit that the system
is sensitive to disturbance inputs with Fourier transforms in
the null-space of Rf (s), and that K(s) must be small to
guarantee noise attenuation.

For Gxy , note that

Gxy = CSR∗
f = CV SσΣU∗. (26)

Now straightforward calculations yields

σl (Gxy(jω)) =
∣∣∣∣ K(jω)F (jω)σl (Rf (jω))
1 + K(jω)F (jω)e−jωτσ2

l (Rf (jω))

∣∣∣∣ .

(27)

The issue of choosing K(s) and F (s) such that (24), (25)
and (27) fulfills desirable properties is similar to the SISO
control problem presented in Fig.2, with the objective to
design a small K(s) and an F (s) such that the mapping
r �→ u is small and r �→ y is approximately one. Using

K(s)
r u y

σl (Rf(s)) F (s)

σl (Rf(s)) e−sτ

Σ

−1

Fig. 2. Block diagram of the SISO representative of (24), i.e. r �→ u, and
(27), i.e. r �→ y.

high loop-gain via F (s) (subject to stability constraints)
as custom in SISO design does not solve the problem in
this particular case. This is realized by observing that when
|K(jω)F (jω)σ2

l (Rf (jω)) | 	 1 we have

σl (Gxy(jω)) ≈
∣∣∣∣ K(jω)F (jω)σl (Rf (jω))
K(jω)F (jω)e−jωτσ2

l (Rf (jω))

∣∣∣∣
=

1
σl (Rf (jω))

. (28)

This means that the network configuration (routing and
forward/backward delay distribution) crucially affects system
performance and can not be compensated for with decen-
tralized control. The conclusion is that it is impossible to
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make control robust with respect to configuration from a
performance point of view using high loop gain. It also
suggests that having an integrating term in F (s) (as, e.g.,
in the case of a FIFO queue policy) when not accounted for
with derivative terms in K(s), may not be a suitable choice
since static properties become heavily dependent on the
configuration of the routing matrix R. However, alternatives
have not yet been studied.

V. CONCLUSIONS AND FUTURE WORK

In this paper we have taken a slightly different approach
than customary in litterature on network congestion control
with a control theoretic perspective. Rather than focusing on
stability alone, we have studied dynamical properties of a
source/resource system such as adaptation and disturbance
attenuation on a local basis. By identifying and analyzing
relevant signal mappings the problem is formulated, and it
is revealed that, viewed from the source side, the comple-
mentary sensitivity and the sensitivity functions are severly
restricted when many sources share the same bottleneck.
It is also concluded that source control must be small at
frequencies where disturbances appear to avoid noise ampli-
fication, this since certain signal directions are impossible to
influence with link control. By studying a less general setting,
a homogeneous set of sources with universal round-trip time
sending over a network employing identical link control, it is
furthermore shown that from a performance point of view the
source/resource system can not be made robust with respect
to changes in configuration.

A more explicit formulation of a suitable low-gain rate
control in conjunction with a high-gain price mechanism
obeying stability constraints is an issue for the future. The
design should take the full non-linear control into consider-
ation. We also point to the need for rigorous discrete event
simulations (using, e.g., NS-2 or similar) to validate results,
or rather justify the fluid flow model that is used. This is
currently under investigation and will be reported elsewhere.
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