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Abstract— In this paper, we propose an adaptive resource
control method for multiple resource real-time systems. Exe-
cution results of applications are evaluated as a QoS level and
a fair QoS management is an important issue. The fair QoS
level depends on the number of active applications and their
characteristics so that it may change dynamically due to the
current states of the real-time systems. The proposed controller
activates at discrete times and updates resource allocations to
achieve the optimal fair QoS level. Moreover, the algorithms
used in the controller solve the update in O(mn) time per its
activation. We derive sufficient conditions for achievement of
the fair resource allocation. Simulation experiments show that
a fair resource allocation can be achieved under the conditions.

I. Introduction

In real-time systems, overload conditions bring up the

significant degrade of system response predictability and

performance[12]. To avoid overload conditions in soft real-

time systems such as multimedia computing systems, QoS

(Quality of Service) control methods have been proposed,

where resource requirements are reduced according to a QoS

level allocated to each task. Flexible applications are often

used to improve QoS as long as its computation time and

resources increase[1]. In flexible applications, the QoS level

indicates a satisfaction level of users for an execution result

of released jobs. When each flexible application in a system

increases the QoS level simultaneously, however, the sys-

tem becomes overload conditions. To avoid the conditions,

arbitrating the QoS levels of the competitive applications

are required. There are several researches to arbitrate the

competitive applications or tasks in real-time systems. Ab-

delzaher et al. have proposed a method where the acceptable

QoS levels of tasks in overload conditions are described a
priori and the system degrades the QoS levels of the tasks

based on the QoS level description at overload conditions[4].

However, this study does not consider dynamic negotiation of

QoS levels of tasks. Rajkumar et al. have proposed the QoS-

based resource allocation model to solve problems when

applications in real-time systems have simultaneous access

to multiple resources[2].

A resource allocation based on the QoS level may cause

unfairness. When allocated resource are decreased with the

same ratio for all tasks to avoid overload conditions or to

arbitrate the QoS levels of competitive tasks, the quality

of services of tasks varies and the deviation of the QoS

levels could occur. Several QoS management methods for

prevention of unfairness of QoS levels have been proposed.

In [3], a system utility function for fair-sharing is described

as maximizing the lowest QoS level among the task set.

In such QoS management methods, a resource alloca-

tion problem is described by a multi-dimensional nonlinear

programming problem for static environments. Thus these

methods cannot be applied into dynamically changing en-

vironments where the task set, workload, and/or available

resource amount are dynamically varying. To adapt quality

of services in dynamically varying real-time systems, the

control theory is utilized to manage resource allocations

to tasks[6]. In [7] and [8], feedback control methods are

adopted to maintain CPU ratios and deadline ratios with

specified values. Feedback control QoS adaptation in Internet

Servers are proposed in [5]. In [9], both a feedback mecha-

nism for the bandwidth allocation and an admission control

mechanism are utilized for the QoS management in radio

networks. In [10], a feedback mechanism is applied to control

robot applications according to the temporal requirement

changes. Diao et al. proposed an LQR control method for

load balancing of computing systems[13]. The cost function

is modeled by specifying the weight matrices based on the

impact of control actions and transient load imbalances.

As a feedback control architecture for fairness of QoS

levels among the current task set, we have proposed a QoS

adaptation control method where the updated CPU utilization

factor converges a fair CPU allocation and fair QoS level is

achieved[11]. In this paper, we will extend it and propose a

novel QoS adaptation control system to achieve the fairness

of QoS levels for the multi-resource real-time environment.

Conventional feedback scheduling architectures require

reference values a priori, which may requires recalculation

of them when active tasks change. In the recalculation,

solving nonlinear equations requires O(n2) computation time,

where n is the number of the active tasks, and characteristics

of QoS levels of all tasks must be known. However, the

proposed controller searches the optimal fair QoS level on-

line without increase of computation time in the controller.

The controller takes O(mn) time complexity, where m and n
are the number of resources and tasks, respectively, which

means efficient computation time. Moreover, though several

feasible fair resource allocations may exist under multi-

resource environments, the QoS adaptation controller can
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provide the best resource allocation in sight of the efficient

resource usage.

This paper is organized as follows: In Section II, we will

describe considered real-time systems and define fairness

of QoS level in a task set. A QoS adaptation control for

fair resource allocation is introduced in Section III. The

architecture of this control, formulation of control objective,

and a control rule are shown. We analyse this system and

show a sufficient condition to achieve fair QoS in Section

IV. The result of simulation experiment of our method is

shown in Section V. Finally, we will conclude the paper in

Section VI.

II. Real-time system model

A. Resource and task set

In this paper, we consider a real-time system with

n independent tasks {τ1, τ2, . . . , τn} and m resources

{R1,R2, . . . ,Rm}. Each resource R j has a finite capacity

R j and can be shared with the tasks, either temporally or

spatially. A specified amount of every resource is needed for

execution of each task with the acceptable lowest QoS level

and it is improved by additional resource allocations.

Each task τi releases a job periodically or aperiodically.

The job is executed and completed with using an allocated

portion of each resource. When each job released by τi

accomplishes a QoS level QoS i ∈ R, we say that the QoS

level of τi is QoS i.

Let ri j(∈ R+) be the portion of resource R j allocated to task

τi. QoS i is improved by allocating more amount of resources.

The relationship between the resource allocation {ri1, . . . , rim}
and the QoS level QoS i is described by a non-decreasing

resource consumption function. Its detail will be discussed

in Section II-C.

Each task τi has the minimum and maximum QoS re-

quirement, QoS min
i and QoS max

i , respectively, where QoS min
i

represents the worst QoS level acceptable to τi and QoS max
i

the optimal QoS level τi requires. Thus, we have QoS min
i ≤

QoS i ≤ QoS max
i for each task τi.

In order to achieve QoS min
i or QoS max

i , τi needs the

minimum or maximum resource requirement rmin
i j and rmax

i j
for each resource R j, respectively.

B. Fairness of QoS levels

In real-time systems, resource allocations may cause un-

fairness. For example, task τ1 is executed with its maximum

QoS level QoS max
1

while task τ2 is executed with its min-

imum QoS level QoS min
2

for the same resource allocation

r1 j = r2 j for each resource R j. In general, the range

[QoS min
i , QoS max

i ] of the QoS level QoS i is individually

associated with task τi, and different each other. To evaluate

fairness, we introduce a normalized QoS level Qi for task τi

as follows:

Qi :=
QoS i − QoS min

i

QoS max
i − QoS min

i

. (1)

Note that Qi is monotonically increasing according to

ri1, . . . , rim, whose range is [0, 1]. It represents a satisfaction

rate of execution results in the sense which Qi = 0 means

that a job released by τi is executed with its minimum QoS

level QoS min
i while Qi = 1 means that it is executed with its

maximum QoS level QoS max
i .

The relative importance of each task τi is denoted by wi ∈
R
+. The larger wi is, the more critical or important among

{τ1, τ2, . . . , τn} τi is. Then we define weighted fairness of the

QoS level as follows[11]:

Definition 1: Suppose that each task τi(i = 1, 2, . . . , n)

releases a job sharing each resource R j( j = 1, 2, . . . ,m) with

ri j. Let Qi and wi be the normalized QoS level and the

importance. Then, we will say that a fair resource allocation

is achieved by ri j if the following equation holds:

1

w1

Q1 =
1

w2

Q2 = · · · = 1

wn
Qn. (2)

Moreover, Q f = Qi/wi is called the “fair QoS level”.

In the following, Qi will be simply called the QoS level of

τi.

Remark 1: Since we assume that each Qi is real-valued and

continuously varied as ri j changes, the fair QoS level which

satisfies (2) always exists.

C. Resource utilization and QoS level

As described in the previous section, the relationship

between resource allocation {ri1, ri2, . . . , rim} and the cor-

responding achievable QoS level Qi is described by the

resource consumption function φi j : [0, 1] → [0,R j]. φi j(q)

represents the amount of resource R j needed to achieve QoS

level q. Thus, To achieve QoS level q of τi, τi requires its

resource allocation {φi1(q), . . . , φim(q)}.
When task τi can use ri j for resource R j, its QoS level is

determined as follows: For simplicity, we consider m = 2.

As shown in Fig. 1, let Qhigh

i = φ−1
i1 (ri1) and Qlow

i = φ−1
i2 (ri2).

In order for a job released by τi to be completed with

Qhigh

i , a required amount for R2 is φi2(Qhigh

i ). However, since

ri2 < φi2(Qhigh

i ), ri2 is insufficient to achieve Qhigh

i . An

achievable QoS level is Qlow
i since ri j ≥ φi j(Qlow

i )( j = 1, 2).

Thus, the QoS level of the execution is evaluated as Qlow
i

and the utilized amount of resource R1 is φi1(Qlow
i ) < ri1. On

the other hand, all allocated amount of R2 is utilized for the

execution. In the following, the utilized amount of resource

R j for the execution of a job released by τi will be denoted

by ract
i j . From the above discussion, the following equations

hold in general:

Qi = min
j
φ−1

i j (ri j), ract
i j = φi j(Qi). (3)

ract
i j represents the actual resource utilization of resource R j

while ri j represents the allocated (or reserved) portion. Note

that each task τi releases a job completed with the highest

QoS level under allocated resources. Thus, there exists a

fully-consumed resource R j for task τi such that ri j = ract
i j .

Remark 2: Under a single-resource environment (m = 1),

allocated resource R1 is fully consumed for execution of

tasks. Thus, the following equation always holds:

Qi = φi1(ri1), ract
i1 = ri1. (4)
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Fig. 1. The relationship between resource utilizations and QoS level.

D. Control objective

In this paper, we consider the following optimization

problem:

Problem 1: Maximize the fair QoS level subject to the

following resource constraints: for each j,
n∑

i=1

ri j ≤ R j. (5)

To solve this problem, we will propose a resource allo-

cation controller based on the errors between tasks’ QoS

levels and their average. Since Qi and ri j dynamically vary

according to the resource allocation control, we denote their

current value during the time interval [tk, tk+1) as Qi(k) and

ri j(k), where tk represents the k-th controller activation time.

Moreover, for simplicity, we make some assumptions as

follows:

• wi = 1 for each task τi without loss of generality.

• Each φi j is a monotonically increasing and diffeomor-

phic function.

• rmin
i j = 0 for all i = 1, 2, . . . , n and j = 1, 2, . . . ,m. Note

that, when rmin
i j > 0, we can replace R j −∑n

i=1 rmin
i j and

rmax
i j − rmin

i j with R j and rmax
i j , respectively.

• There exist constants hi j and Hi j for all φi j such that

0 < hi j ≤ dφi j

dQi
≤ Hi j < ∞, (6)

which implies 0 < 1
Hi j
≤ dφ−1

i j

dri
≤ 1

hi j
< ∞.

III. QoS adaptation control

In this section, we introduce a QoS adaptation controller

to achieve a fair resource allocation, with extension of our

previous work[11]. In Subsection III-A, we describe the

architecture of the control system. In Subsection III-B, a

control rule are introduced.

Task
Resource

Resource

Resource

Basic
Scheduler

Scheduling

QoS
Adaptation
Controller

Monitor

Queue

Task

Task
Release of

jobs

Resource set

Task set

Resource allocation ...

...

Fig. 2. Real-time systems with QoS adaptation control.

A. Architecture

Shown in Fig. 2 is our proposed QoS adaptation control

architecture for fair sharing, which consists of a basic sched-

uler, a QoS adaptation controller, and a monitor.

The monitor evaluates a normalized QoS level of each

completed job and feeds it back to the QoS adaptation

controller.

The QoS adaptation controller activates at discrete times

t1, t2, . . . , and allocates the resources to each task with

searching a fair QoS level on-line. This allocation is based

on the normalized QoS levels fed back from the monitor. A

control rule used in the QoS adaptation controller will be

dealt with in the next subsection.

The basic scheduler schedules each released job based

on the resource portions allocated to the corresponding task

by the QoS adaptation controller. It works with a specified

algorithm for resource allocation (e.g., for CPU resource,

Earliest Deadline First, Rate Monotonic, and so on).

The controller activates at discrete times tk(k = 1, 2, . . .).
When the QoS adaptation controller activates at time t = tk,

it updates r11(k), . . . , rnm(k) based on QoS levels Q1(k −
1), . . . ,Qn(k−1), which are fed back from the monitor. Every

job of τi which is released in time [tk, tk+1) is allocated

ri j(k) of Resource R j. Its QoS level is uniquely determined

according to (3).

B. Control rule

Conventional feedback control rules such as PID control

are based on an error between a reference value and its

current value in general. Many studies on applications of the

control theory to real-time systems assume that the reference

values (depending on control specifications) are given a
priori [6], [7]. On the other hand, we have proposed a control

system where an unknown fair QoS level is searched on-line

according to the following control rule[11]:

ri1(k + 1) = ri1(k) + α(Q(k) − Qi(k)), (7)

where

Q(k) =
1

n

n∑

l=1

Ql(k). (8)
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In this method, a new CPU allocation is determined based on

the error between each QoS level and the average of all QoS

levels and a fair CPU allocation is achieved when the error

converges to zero. In this paper, we extend this control rule

to achieve a fair resource allocation for the multi-resource

environment.

From (3), each available resource is not always consumed

fully. To maximize the achievable QoS level as high as

possible, we consider the minimum resource unutilization
factor λ(k) for each k given by

λ(k) = 1 −max
j

⎛⎜⎜⎜⎜⎜⎝
∑n

i=1 ract
i j (k)

R j

⎞⎟⎟⎟⎟⎟⎠ . (9)

∑n
i=1 ract

i j (k)/R j is the actual total utilization factor of resource

R j for all tasks. If

λ(k) = 0 (10)

holds, there exists at least one bottleneck resource R j which

is consumed fully by its maximum capacity R j. This implies

that the QoS level Qi is optimal under the fair resource

allocation when both (2) and (10) hold.

We extend the control rule (7) to multi-resource allocations

as follows: for each i = 1, 2, . . . , n and j = 1, 2, . . . ,m,

ri j(k + 1) =
(
1 + αλ(k)

(
1 − Qi(k)

))
ract

i j (k)

+ βh j
(
Q(k) − Qi(k)

)
, (11)

where

α, β ∈ R+, (12)

h j = min
i

hi j. (13)

Note that this control rule requires O(nm) computation time,

where nm is the number of equations in (11).

Equation (11) can be explained as follows: If Qi(k) is

smaller than Q(k), each resource allocation ri j(k) to τi is

increased, which implies ract
i j (k + 1) > ract

i j (k). This means

that the updated resource utilizations ri1(k+1), . . . , rim(k+1)

upgrade the new QoS level Qi(k + 1) than the previous one

Qi(k). On the other hand, ri j(k) is decreased if Qi(k) > Q(k).

So the error between Qi(k) and the average gets smaller and

smaller, which implies |Q(k)−Qi(k)| converges to zero. When

λ(k) is positive, there are unused portions in all resources so

that QoS levels of all tasks can be improved by allocating

the unused portions to them.

When every Q(k) − Qi(k) and λ(k) is equal to zero, the

control objective is achieved. Note that the following equa-

tion holds simultaneously, which is preferable for efficient

resource usage:

ri j(k) = ract
i j (k). (14)

Remark 3: As described in Remark 2 in Subsection II-C,

ri1(k) = ract
i1 (k) and λ(k) = 0 for any k in the case where

m = 1. Then the control rule (11) can be rewritten as (7).

In (11), the selection of appropriate the control parameters

α and β is important. Inadequate α or β violate feasibility

and accomplishment of fair allocation. They must be selected

to satisfy the following two conditions:

• [Feasibility condition] Each ri j(k)(i = 1, 2, . . . , n, j =
1, 2, . . . ,m) is positive for every k. Also, Each resource

constraint
∑n

i=1 ri j(k) ≤ R j is guaranteed.

• [Stability condition] Every ri j(k) converges to the opti-

mal fair resource allocation, that is a fixed point of the

closed-loop system.

IV. Analysis of the closed-loop system

In this section, we show sufficient conditions for which

both feasibility and stability condition are guaranteed. For

simplicity, we make an assumption on the initial resource

allocation:

ri j(0) ≥ 0,
n∑

i=1

ri j(0) ≤ R j. (15)

A. Feasibility condition

If the control parameters α and β are too large, ri j(k) will

cause a large variation even if the error |Q(k)−Qi(k)| and λ(k)

are small, which leads to infeasible situations such as ri j(k) <
0 or ri j(k) > R j. Moreover, in order to satisfy resource

constraints, the total utilization of resource R j should be

equal or less than R j. Thus, the following conditions must

hold for every k:

ri j(k) ≥ 0,

n∑

i=1

ri j(k) ≤ R j. (16)

The following lemma guarantees the feasibility of the control

rule.

Lemma 1 (Feasibility condition): Equation (16) holds for

every k if

0 ≤ α ≤ 1, 0 < β ≤ n
n − 1

. (17)

proof: See [15].

B. Stability condition

In this subsection, we discuss stabilization by the proposed

QoS adaptation control, which guarantees achievement of the

fair QoS level. The closed-loop system described by (3) and

(11) has two fixed points. To discuss stability around the

optimal fair allocation point, we show the following fact at

first.

Fact 1: The closed-loop system has the following two

fixed points:

(I) ri j(k) = 0 for all i = 1, 2, . . . , n, j = 1, 2, . . . ,m (that is

every Qi(k) equals to zero).

(II) ri j(k) = r f
i j such that (2), (10) and (14) hold. Let the

corresponding QoS level be Q f .

The fixed point (I) is unstable. Since ract
i j (k) = 0 for all

i, j, the first arguments of the right side of (11) equals to

zero, regardless of λ(k) (= 1). Also, since Qi(k) = 0, every

Q(k) − Qi(k) equals to zero. This implies that ri j(k + 1) = 0

for all i = 1, 2, . . . , n and j = 1, 2, . . . ,m. However, even

if a ri j(k) takes sufficiently small number, ract
i j (k) > 0 and

ri j(k+1) increases largely, which implies that the fixed point

(I) is unstable.
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Now we discuss the local stability around the fixed point

(II), ri j = r f
i j. The allocation error vector δr , the actual

utilization error vector δract, and the QoS error vector δQ
are defined as follows:

δr(k) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

r11 − r f
11

...

r1m − r f
1m

...

rn1 − r f
n1

...

rnm − r f
nm

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, δract(k) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ract
11
− r f

11
...

ract
1m − r f

1m
...

ract
n1
− r f

n1
...

ract
nm − r f

nm

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (18)

δQ(k) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Q1(k) − Q f

...
Qn(k) − Q f

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (19)

We denote the resource consumption error function φi j by

φi j(Qi(k) − Q f ) − ract
i j = δφi j(δQi(k)). (20)

Let ji and ju be the indexes of resources which satisfy

ri ji = ract
i ji (k), ju = arg

⎛⎜⎜⎜⎜⎜⎝max
1≤ j≤m

∑n
i=1 ract

i j (k)

R j

⎞⎟⎟⎟⎟⎟⎠ , (21)

respectively. Using δri j(k), δract
i j (k), and δQi(k), (11) can be

rewritten as follows:

δri j(k + 1) =
[
1 + αλ(k)

(
1 − Q f − δQi(k)

)]
δract

i j (k)

+ βh j
(
δQ(k) − δQi(k)

)

+ αλ(k)
(
1 − Q f − δQi(k)

)
r f

i j. (22)

Then the closed-loop system can be linearized around the

fixed point (II) as follows:

δr(k + 1) =
[
P1h̃1 j1 P2h̃2 j2 · · · Pnh̃n jn

]
δr(k)

:=P × δr(k), (23)

where Oi, j is the i × j zero matrix and

Pi =
[
Onm, ji−1 Ci Onm,m− ji

]
, (24)

Ai =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ai1
...

Aim

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Bi

k =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Bi
k1
...

Bi
km

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Ci =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Bi
1
...

Bi
i−1

Ai

Bi
i+1
...

Bi
n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (25)

Ai j =
dδφi j(0)

dδQi
−
βh j(n − 1)

n

− α
R ju

(1 − Q f )r f
i j

dδφi ju (0)

dδQi
, (26)

Bp
i j =
βh j

n
− α

R ju
(1 − Q f )r f

i j

dδφp ju (0)

dδQp
, (27)

h̃i ji =
dδφ−1

i ji (0)

dδri ji
. (28)

TABLE I

Task parameters for simulation.

Ri hi1 hi2 hi3 hi4 hi5 hi6

R1 1 0.63 0.98 0.35 0.94 0.62 0.76
R2 3 2.8 2.47 1.96 2.44 2.76 2.94
R3 2 1.85 0.78 1.47 1.30 1.95 1.19

Remark: every hi j is equal to Hi j.

If the origin of (23) is asymptotically stable, every δri j(k)

converges to zero and the fixed point (II) is asymptotically

stable. In order to prove the asymptotic stability, it is suffi-

cient to show that absolute values of the all eigenvalues of

P are less than 1. It is easily shown that the eigenvalues of

P equal to zero or those of the following matrix P′:

P′ :=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A1 j1 h̃1 j1 B2
1 j1

h̃1 j1 · · · Bn
1 j1

h̃1 j1

B1
2 j2

h̃2 j2 A2 j2 h̃2 j2 · · · Bn
2 j2

h̃2 j2
...

...
. . .

...
B1

n jn
h̃n jn B2

n jn
h̃n jn · · · An jn h̃n jn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (29)

A stability condition is given by the following lemma.

Lemma 2 (Stability condition): If

0 < α ·max
i, j

Hi j

h j
·max

i, j

Hi j

R j
·min

j

nR j∑n
i=1 hi j

≤ β ≤ 1, (30)

then all eigenvalues of P′ are stable.

Proof: See [15].

C. Selection of α and β

According to Lemmas 1 and 2, (15), (17), and (30) give

sufficient conditions for satisfying the control objective. This

can be summarized as the following theorem:

Theorem 1 (Fair resource allocation condition): If

0 < α ≤ 1, (31)

α ·max
Hi j

h j
·max

Hi j

R j
·min

nR j∑n
i=1 hi j

≤ β ≤ 1, (32)

then the optimal fair resource allocation is achieved by the

control rule (11) under the initial condition satisfying (15).

For fast convergence of Qi(k) to Q f , α and β may be selected

as large as possible, where

α =
1

max
Hi j

h j
·max

Hi j

R j
·min

nR j∑n
i=1 hi j

, β = 1. (33)

V. Simulation

We show simulation experiments to evaluate the perfor-

mance of the proposed QoS adaptation control. We consider

an independent task set {τ1, τ2, . . . , τ6} and a resource set

{R1,R2,R3}. Each φi j is a linear function. Shown in Table

I are task parameters and capacities of resource, where

hi j = Hi j.

The control parameters α and β are set to 0.312 and 1,

respectively, which satisfy (33).

The simulation results are shown in Figs. 3, 4, and 5. Fig.

3 shows that all Qi(k) converges to 0.195, which implies
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Fig. 3. Behavior of QoS.
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Fig. 4. Behavior of the total utilization of R2.

that (2) holds. Fig. 4 shows that the total actual utilization∑n
i=1 ract

i2 (k) equals to R2 in the steady state, which means

that (14) is satisfied. These two Figures show that the fair

resource allocation is achieved with the highest QoS level. In

sight of (10), every ract
i j (k) goes up to ri j(k) and ract

i j (k) = ri j(k)

in the steady state. For example, Fig. 5 shows that ract
41

(k)

is equal to ract
41

(k) in the steady state, while ract
41

(k) is less

than r41(k) in transient state. Thus the control objective

is accomplished, which means the proposed method can

perform the fair resource allocation.

VI. Conclusions

In this paper, we proposed a control method to achieve a

fair resource allocation based on QoS levels in multi-task

and multi-resource systems. Based on the errors between

current QoS levels and their average, the proposed QoS

adaptation controller searches the desirable QoS level and

allocates resources to each task in order to achieve the level.

This control is very simple so that it takes only O(nm)

computation time, where nm is the problem size.
As future work, at first, we relax the fair resource allo-

cation condition given by Theorem 1. According to (32), α
takes very conservative value when Hi j, hi j, and R j are dif-
ferent largely each other. However, it is shown by simulation
experiment that fair resource allocation can be achieved even
if (32) does not hold. Moreover, we will extend our method
to real-time systems with for multi-dimensional QoS levels.
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Fig. 5. Behavior of allocated and actual utilization of R4 of τ1.

It is also future work to implement the proposed controller
in real-time OS.
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