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Abstract— One obstacle in connecting robust control with
models generated from prediction error identification is that
very few control design methods are able to directly cope
with the ellipsoidal parametric uncertainty regions that are
generated by such identification methods. In this contribution
we present a sufficient condition for the existence of a H∞
state feedback controller for the multi-input/single-output case
which accomodates for ellipsoidal parametric uncertainty. The
condition takes the form of a linear matrix inequality whose
solution also provides a set of valid feedback gains. The model
class considered corresponds to systems with known poles
but uncertain zero locations. A second important contribution
of the paper is to integrate the input design problem in
system identification with this control synthesis method. This
means that given H∞ specifications on the closed loop transfer
function are translated into the requirements on the input signal
spectrum used to identify the process so that the ellipsoidal
model uncertainty resulting from model identification using
this input spectrum will be shaped such that the control
specifications are satisfied for all models in the uncertainty set
and hence guaranteed for the true system. The procedures are
illustrated on a numerical example.

Index Terms— Robust control, system identification, control
design, ellipsoidal uncertainty set, input design

I. INTRODUCTION

The statistical theory on which prediction error identifi-
cation and many other identification methods are founded
has proven very fruitful in practical applications, see, e.g.,
the proceedings from the IFAC symposium series in System
Identification. This theory leads to a characterization of the
noise induced model uncertainty as an ellipsoidal set in the
model parameter space. Recently, it has been pointed out
that also in the case of restricted complexity modelling such
uncertainty descriptions are relevant [1], [2].

In robust control, results addressing the synthesis of
controller design with parametric uncertainty are scarce.
However there are some important contributions in this area.
In [3] a convex parametrization of all controllers that simul-
taneously stabilize a system for all norm-bounded parameters
is given. An alternative procedure is presented in [4], which
addresses the same problem formulated in [3]. The article
[5] presents a procedure where the first step is to determine
the set of controllers for which the nominal performance
is somewhat better than the desired robust performance. It
is then tested whether all controllers in the set stabilize all
systems in the model set. For the performance criterion, a
similar test is presented. The stability test is equivalent to
computing the structured singular value of a certain matrix.
In [6] the design specification is that the closed loop poles
should be inside a disc with a given radius ρ < 1. The
objective is to find the controller that maximizes the volume
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of an ellipsoidal model set such that the closed loop poles
satisfy the design objective for all models in the set.

This paper contributes to taking one step further in closing
the gap between system identification and robust control.
We consider model structures which are linear in the un-
certain parameters. Such model structures include systems
with uncertain zero locations but known pole locations, so
called fixed denominator structures, or equivalently fixed
basis function expansions [7] such as Laguerre and Kautz
models. We will assume that the parametric uncertainty is
ellipsoidal. One of the main contributions is to show that the
existence of a solution to a certain linear matrix inequality
(LMI) implies the existence of a state feedback controller
that guarantee both robust stability and performance for this
uncertainty structure. We also show that the solution to this
LMI can be used to find a set of robust controllers. The
result extends the sufficiency part of the state feedback H∞
problem for discrete time systems (see, e.g., [8]) to systems
with ellipsoidal parametric uncertainty.

In our second main contribution in this paper, the above
control synthesis method is linked to system identification.
The problem considered is to design a suitable input signal
for the identification experiment such that the the above
state feedback synthesis method is able to guarantee given
performance specifications for all models that are inside
the confidence region resulting from the identification. This
means that with, e.g., 99% probability the performance
specifications will be satisfied for the true system. We show
that for linearly parametrized input spectra this input design
problem is equivalent to solving a convex program. Input de-
sign has a long history and recently, an interesting approach
to input design has been opened up. It has been shown that a
wide range of input design problems are equivalent to convex
programs [9], [10], [11] and our work is a continuation in
this direction.

The material is organized as follows. Section II-A presents
the the robust control problem. Section II-B summarizes
the H∞-control theory that we will use. In Section II-C
a sufficient condition for the existence of a robust state
feedback controller is presented. In Section II-D this result is
linked to a set of controllers satisfying the performance speci-
fications. A numerical example is provided in Section II-E. In
Section III-A the problem setup for the system identification
is defined. In Section III-B the fundamental properties of
system identification in the prediction error framework are
reviewed and the input design problem is stated in Section
III-C. In Section III-D the special parametrization of the
input spectrum is introduced. In Sections III-E and III-F the
parametrization of quality constraints and input constraints
is given. Section IV concludes the paper.
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II. ROBUST STATE FEEDBACK CONTROL WITH
ELLIPSOIDAL UNCERTAINTY

A. Problem Definition

Consider the system

x(t +1) = Ax(t)+Bu(t)+Dpw(t) (1)

y(t) = C(θ)x(t)+Byu(t) (2)

where x ∈ R
n, y ∈ R

ny , u ∈ R
nu , w ∈ R

nw , A ∈ R
n×n, C ∈

R
ny×n, B∈R

n×nu , Dp ∈R
n×nw and By ∈R

ny×nu . All matrices
are known except C(θ), which is linearly parametrized by a
vector θ ∈R

n which, in turn, is known to lie in the ellipsoidal
set

U =
{

θ : (θ −θ0)T R(θ −θ0) ≤ 1
}
. (3)

The quantities θ0 and R ∈ R
n×n which define the ellipsoid

can, e.g., originate from prediction error identification of θ
[12], a fact which will come back to in Section III. We will
consider the case where the system (1)-(2) is controlled by
a state feedback controller u = Gx. Denote the closed loop
transfer function from the disturbance w to the output y by

T(q,θ) = (C(θ)+ByG)(qI−A−BG)−1Dp (4)

We use the notation ||T||∞ ≡ supω∈[0,2π] ||T(e jω)||, where

|| · || is the maximum singular value. The ultimate objective
is to characterize all feedback gains G for which

‖T(θ)‖∞ < γ, ∀θ ∈U (5)

We will not reach this far in this contribution but a partial
answer will be provided in that an LMI which provides a
sufficient condition for the existence of such gains will be
derived and which can be used for control design.

B. State Feedback H∞ Control

Our result is based on the following LMI characterization
of the state feedback H∞ problem when θ is known1.

Theorem 1 (Theorem 7.3.1 in [8]): Assume that

By
T [C By] = [0 I] . (6)

and that the state variables x are measurable without noise.
Then the following statements (i), (ii) and (iii) are equivalent.

(i) There exists a (static) feedback controller u = Gx
which stabilizes the system and yields ||T||∞ < γ ,
where γ > 0 is a scalar.

(ii) There exists a matrix X ∈ R
n×n, X > 0 such that

X > DpDT
p(

X−AXAT −DpDT
p + γ2BBT AXCT

CXAT γ2I−CXCT

)
> 0

(7)

Now define Y ≡ γ2X−1.

(iii) There exists a matrix Q > 0 such that the Riccati
equation

Y = ATYA−ATYE(ETYE+J)−1ETYA+CTC+Q
(8)

1We will omit the θ dependence below as θ in this case plays no role.

has a solution Y > 0 satisfying

||DT
p YDp|| < γ2, (9)

where

E ≡ [B Dp] , J ≡
[

Inu 0
0 −γ2Inw

]
All such controllers are given by

G = −(BTPB+ I)−1BTPA+(BTPB+ I)−
1
2 LQ

1
2

(10)
where L is an arbitrary matrix such that

||L|| < 1 (11)

and P ≡ (Y−1 − 1
γ2 DpDT

p )−1 > 0.

Proof: See [8].

C. Existence of Stabilizing Controller

In this section we will extend the equivalence between (i)
and (ii) in Theorem 1 to the case with parametric uncertainty
in θ given by the ellipsoidal set (3). Then we will show how
to minimize the upper performance bound γ using convex
optimization.

We will restrict attention to the case when

C = C(θ) =
(

θ T

0

)
∈ R

ny×n (12)

This assumption effectively means that only one of the
system outputs is included in the objective. Any number of
inputs can be included (through By).

Theorem 2: Consider the system (1)-(2) where C is given
by (12). Further, assume that conditions in Theorem 1 hold.
Then (ii) below implies (i).

(i) There exists a (static) feedback controller u = Gx
which stabilizes the system and yields ||T(θ)||∞ < γ
for all θ ∈U .

(ii) There exists a matrix X ∈ R
n×n, X > 0 and τ ∈ R,

τ > 0 such that X > DpDT
p and⎛

⎝ −X+ τR XAT τRθ0
AX M 0

τθ T
0 R 0 γ2 − τ(1−θ T

0 Rθ0)

⎞
⎠ > 0

(13)

Proof: To begin with, suppose that we are able to prove
that a fix matrix X satisfies the conditions in (ii) in Theorem
1 for all θ ∈U . This implies that for all θ ∈U , Y = γ2X−1 is
a valid positive definite solution to the Riccati equation (8)
which satisfies the constraint (9) in (iii) in Theorem 1. From
(iii) in Theorem 1 it then follows that, for each θ ∈U , the
set of controllers satisfying the performance requirement is
given by (10) with Y = γ2X−1. By taking L = 0 we get a state
feedback G which depends only on Y which is independent
of θ , i.e. we have found a θ -independent state feedback G
which satisfies (i) in our theorem.

We will now prove that the existence of a matrix X and
scalar τ satisfying the conditions in (ii) in the theorem is
equivalent to the existence of a matrix which satisfies the
conditions in (ii) in Theorem 1 for all θ ∈U . The proof will
also show that X is such a matrix.

We first reformulate the inequality (7). From (12), we have

γ2I −C(θ)XC(θ)T =
(

γ2 −θ T Xθ 0

0 γ2

)
. (14)
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as well as
AXC(θ)T = (AXθ 0) . (15)

Define M ≡ X−AXAT −DpDT
p + γ2BBT. Equations (14)-

(15) then give that (7) can be expressed as⎛
⎝ M AXθ 0

θ T XAT γ2 −θ T Xθ 0

0 0 γ2

⎞
⎠ > 0

which is equivalent to(
M AXθ

θ T XAT γ2 −θ T Xθ

)
> 0. (16)

The Schur complement formula gives that (16) is equivalent
to

M > 0 (17)

and
γ2 −θ T Xθ −θ T XATM−1AXθ > 0. (18)

Note that (18) can be written as(
θ
1

)T (−X−XATM−1AX 0
0 γ2

)(
θ
1

)
> 0 (19)

We thus have shown that (7) is equivalent to (17) and (19).
Now we consider the uncertainty region (3) and note that

it can be written(
θ
1

)T (−R Rθ0
θ T

0 R 1−θ T
0 Rθ0

)(
θ
1

)
≥ 0. (20)

This means that we would like (19) to hold for all
θ for which (20) holds. We will therefore combine (19)
and (20) using the S-procedure (see [13]) which provides
the following equivalence. Let T0,T1 ∈ R

n×n be symmetric
matrices. Then the following two conditions are equivalent:

• ζ T T0ζ > 0 ∀ζ �= 0 such that ζ T T1ζ ≥ 0
• ∃τ ∈R, τ ≥ 0 such that T0−τT1 > 0, provided that

there is some ζ0 such that ζ T
0 T1ζ0 > 0.

For (20) we have that θ = θ0 results in a strictly posi-
tive left-hand side. Hence the S-procedure implies that that
conditions (19) and (20) are equivalent to the conditions

τ ≥ 0 (21)

and(−X−XATM−1AX 0
0 γ2

)
− τ

(−R Rθ0
θ T

0 R 1−θ T
0 Rθ0

)
> 0.

(22)
Of course (22) can be rewritten as

(−X−XATM−1AX+ τR −τRθ0
−τθ T

0 R γ2 − τ(1−θ T
0 Rθ0)

)
> 0.

(23)
The Schur complement formula gives that (23) is equiva-

lent to

γ2 − τ(1−θ T
0 Rθ0) > 0 (24)

and

−X−XATM−1AX+ τR− τ2Rθ0θ T
0 R

γ2 − τ(1−θ T
0 Rθ0)

> 0. (25)

Another use of the Schur complement gives that (25) and
(17) are equivalent to

(
−X+ τR− τ2Rθ0θ T

0 R
γ2−τ(1−θ T

0 Rθ0)
XAT

AX M

)
> 0. (26)

Note that (26) is linear in X but not in τ . We would like
it to be linear in τ as well. Therefore we start by rewriting
(26) as

(
−X+ τR XAT

AX M

)
−

(
τ2Rθ0θ T

0 R
γ2−τ(1−θ T

0 Rθ0)
0

0 0

)
> 0 (27)

which can be rewritten as

(
−X+τR XAT

AX M

)
−

( τRθ0
0
0

)
1

γ2−τ(1−θT
0 Rθ0) ( τ(Rθ0)T 0 0) > 0.

(28)
The Schur complement formula gives that (28) and (24)

are equivalent to

⎛
⎝ −X+ τR XAT τRθ0

AX M 0
τθ T

0 R 0 γ2 − τ(1−θ T
0 Rθ0)

⎞
⎠ > 0 (29)

which is linear in both X and τ . Note that for the condition
(29) to hold we cannot have τ = 0, since that would contra-
dict the condition X > 0. Therefore condition (21) changes
to τ > 0. This together with (29) are the conditions in (ii)
and this therefore concludes the proof.

The minimum performance bound γ for which the suffi-
cient condition in Theorem 2 provides a positive answer to
the question of an existence of a robust controller can be
obtained from the following convex program.

minimize
γ2,τ,X

γ2

subject to γ2 > 0, X−DpDT
p > 0,

X > 0, τ > 0, and (13).

(30)

D. Control Design

Theorem 2 provides a sufficient condition for the existence
of a robust state feedback controller for ellipsoidal uncer-
tainty. In this section we will elaborate on how to compute
such a state feedback. The key is (iii) in Theorem 1. Starting
with X and τ satisfying the conditions in (ii) in Theorem 2
define Y ≡ γ2X−1 and

Q(θ) = Y−ATYA+ATYE(ETYE+J)−1ETYA−θθ T ,
(31)

Then for a particular model corresponding to the parameter
vector θ , all controllers satisfying ||T(θ)||∞ < γ are given
by (10):

G(θ)= −(BTPB+ I)−1BTPA+(BTPB+ I)−
1
2 L(θ)Q

1
2 (θ)

(32)
where we have indicated all quantities that are θ -dependent.
We see that the choice L(θ) = 0 results in

G(θ)= −(BTPB+ I)−1BTPA (33)

which is a gain matrix independent of θ and hence valid
for all θ ∈ U . This is thus one solution to the robust state
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feedback H∞ problem. However, any valid G for which L̃ ≡
L(θ)Q

1
2 (θ) is θ -independent also has the desired properties.

Since for each θ , Q(θ) is given by (31), L(θ) has to satisfy

L(θ) = L̃Q− 1
2 (θ). But the norm constraint (11) on L(θ) has

to be satisfied. This leads to the following set of controllers{
G= −(BTPB+ I)−1BTPA+(BTPB+ I)−

1
2 L̃ :

sup
θ∈U

‖L̃Q− 1
2 (θ)‖ < 1

}
(34)

which all result in (5), i.e. they solve the robust state feedback
H∞ problem with ellipsoidal uncertainty.

E. Numerical Illustration

We will in this section illustrate our results with a numer-
ical example. We will consider a single-input/single-output
system with

A =
(

0 0
1 0

)
, B =

(
1
0

)
, Dp =

(
1
0

)
, By = 0

and C = θ T = [ θ1 θ2 ]. The sampling time is 1 second.
The objective is to control the impact of the load disturbance
w on both the output y and the input u. Therefore we augment
the output with the input, resulting in new system matrices

By = (0 1)T
and C according to (12). This configuration

satisfies (6). The uncertainty ellipsoid, plotted in Figure 1,
is given by

θ0 =
(

2
1

)
and R =

( 2273.1 −428.8
−428.8 2273.1

)
.

1.97 1.98 1.99 2 2.01 2.02 2.03
0.975

0.98

0.985

0.99

0.995

1

1.005

1.01

1.015

1.02

1.025

θ
1

θ 2

Fig. 1. Solid line: uncertainty ellipsoid. Dots: estimated model parameters
from 100 Monte-Carlo runs, see Section III-G.

The solution to (30) is γ = 2.1. Solving (30) guarantees
the existence of a controller G that fulfils statement (i)
in Theorem 2. In Section II-D a procedure to find such
controllers was derived. In Figure 2 the maximum singular
value ||T(e jω)|| is plotted versus ω for 100 points on U for
one such controller (the one corresponding to L̃ = 0). We see
that ||T||∞ is below γ for all points on U . Also, for the center
of U , i.e. θ = θ0, we have that ||T||∞ is below γ . Figure 3
shows the Bode plot for the closed loop transfer function T.
We conclude that at high frequencies the disturbance w is
attenuated in the output y and amplified in the input u and
vice versa.

III. INPUT DESIGN FOR ROBUST STATE
FEEDBACK CONTROL

A. Problem Definition

Consider the system (1)-(2) and let u ∈R. Assume that no
information about the parameters θ is available. So we would

0 1 2 3 4 5 6

1.95

2

2.05

2.1

2.15

2.2

ω

Fig. 2. Solid lines: ||T(e jω )|| versus ω ∈ [0,2π] for 100 points on the
uncertainty ellipsoid. Dashed line: the performance bound γ .
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Fig. 3. Solid line: Bode plot for T1. Dashed line: Bode plot for T2.

like to design a system identification experiment in open loop
using input output measurements to obtain an estimate for θ
and characterize the uncertainty region of the estimate. We
will assume that the input load disturbance w is absent in the
identification experiment but that white measurement noise
is present in the measured output (which is the first element
of y(t) in (2)), resulting in the following input/output model

y(t) = G(q,θ)u(t)+ e(t) (35)

where the transfer function G is parametrized as

G(q,θ) = θ T (qI−A)−1B (36)

and the white noise e has variance λ0. We remark that the
absence of input load disturbances is not unrealistic. For
rolling mills, e.g., this assumptions corresponds to running
the experiment without material entering the rolls.

B. System Identification in the Prediction Error Framework

For the identification of the plant (35), we will use predic-
tion error identification, meaning that the parameter estimate
is defined by θ̂N = argminθ

1
2N ∑N

t=1(y(t)−G(q,θ)u(t))2. It

is well known that the estimate θ̂N will converge, under
mild assumptions, to the parameters of the true system.
Furthermore, when the model is flexible enough to capture
the true dynamics, is possible to exactly characterize the
asymptotic covariance matrix P of the parameters when N
tends to infinity, see e.g. [12]. It can be shown that the only
quantity in open loop operation that can be used to shape P,
is actually the spectrum of the input, Φu(ω). This fact has
been very important from an input design perspective and it
has been widely used, see i.e. [14], [15], [9], [16] and [10].
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It holds [10] that

P−1(θ0) =
1

2πλ0

∫ π

−π
Fu(e− jω)Φu(ω)F∗

u (e− jω)dω (37)

where F∗
u (e− jω) = (e jω I−A)−1B. When the model G(q,θ)

is obtained from an identification experiment it will lie in an
uncertainty set whose size and shape is determined by the
covariance matrix P. An 95% confidence region Ũ of the
parameters is approximately given by the set

Ũ = {θ : N(θ −θo)T P−1(Φu)
χ

(θ −θo) ≤ 1}. (38)

The parameter χ is determined such that Pr(χ2(n) ≤
χ) = 0.95 where n denotes the number of parameters in the
model2. For example, χ = 5.99 when n = 2.

Notice that in Section II we considered robust control
design for uncertain parametric sets of the ellipsoidal type
given in (38). In fact Ũ in (38) corresponds to U in (3) with

R = N
P−1

χ
.

However, in Section II the matrix R was assumed to be
known. In the sequel we will open up a new degree of
freedom by using P−1 as a variable in the input design
problem.

C. Input design problem

Assume that an identification experiment for (35) will be
designed before closing the loop with the feedback controller
G. For all models in the model set defined by (38), we would
like the closed loop properties

‖T(θ)‖∞ < γ, ∀θ ∈ Ũ (39)

for a given specification γ > 0 and where T(q,θ) is defined
by (4). The objective is to find the input signal with least
power that enables us to to find a state feedback gain G
(through the procedure given in Section II) such that (39) is
fulfilled. The input design problem is formally stated as

minimize
Φu

α

subject to ||T(θ)||∞ < γ, ∀θ ∈ Ũ
1

2π
∫ π
−π Φu(ω)dω ≤ α

Φu(ω) ≥ 0, ∀ω

(40)

D. Parametrization of the Covariance Matrix

The problem (40) is a non-trivial optimization problem.
However, by introducing a suitable parametrization of the
input spectrum several input design problems can be written
as convex program, see [10], [17]. Generally, a spectrum
can be written as a linear expansion in a set of proper stable
rational basis functions {βk}:

Φu(e jω) =
∞

∑
k=−∞

ck βk(e jω), (41)

see [10]. For the coefficients it is assumed that ck = c−k ∈
R. A common choice is to let βk(e jω) = e− jωk, which
is an FIR spectrum. This parametrization was originally
introduced in [18]. The fact that that the input spectrum can

2χ2(n) denotes a χ2-distributed random variable with n degrees of
freedom.

be parametrized in this fashion is the key tool when (40) is
rewritten as a convex optimization problem.

Suppose that the input spectrum is written as a linear
expansion in {ck}. Then (37) implies that P−1 is a linear
function of {ck}. It is however impractical to use an infinite
number of parameters {ck}. A key tool is therefore to choose
suitable basis functions {βk(e jω)}, so that the number of
coefficients needed to parametrize P−1 is no longer infinite,
but will depend on the order of the system, see [19]. For
(41) to define a spectrum it must hold Φu(ω) ≥ 0,∀ω . In
the design we will only determine the M first autocorre-
lation coefficients but we will however assume that there
exists additional coefficients cM,cM+1, ... �= 0. A necessary
and sufficient condition for the existence of the expansion
cM,cM+1, ... such that (41) defines a spectrum is that a
Toeplitz matrix with elements c j−i is positive definite. This

means that the partial expansion ∑M+1
k=−(M−1) ck βk(e jω) will

not necessarily define a spectrum itself, but is constrained
such that there exists additional coefficients in order for the
expansion (41) to satisfy the positivity constraint on the input
spectrum.

E. Parametrization of the Quality Constraint

In this section the quality constraint in (40) will be refor-
mulated as a convex constraint exploiting the input spectrum
parametrization (41). We have the following lemma.

Lemma 1: Statement (ii) in Theorem 2 is equivalent to
the following statement. There exists matrices X > 0, R̃,X ∈
R

n×n and τ > 0, τ ∈ R such that X−DpDT
p > 0 and⎛

⎝−X+ R̃ XAT R̃θ0
AX M 0
θ T

0 R̃ 0 γ2 − τ +θ T
0 R̃θ0

⎞
⎠ > 0. (42)

Proof: The proof follows by introducing R̃ ≡ τR in
Theorem 2.

The key idea for the input design is the variable transfor-

mation from R = N P−1

χ to R̃ ≡ τR. Define

c̃k ≡ τck, ∀k. (43)

Since R is a linear function of {ck}, then R̃ is a linear
function of {c̃k}. This means that the quality constraint in
(40) corresponds to an LMI in X,{c̃k} and τ . Furthermore,
having τ > 0, the positivity constraint on the input spectrum
is equivalent to the positivity of a Toeplitz matrix,⎛

⎜⎜⎝
c̃0 c̃1 . . . c̃M−1
c̃1 c̃0 . . . c̃M−2
...

...
. . .

...
c̃M−1 . . . . . . c̃0

⎞
⎟⎟⎠ > 0, (44)

which also is an LMI in {c̃k}. Once {c̃k} are determined,
{ck} are calculated as ck = c̃k/τ, ∀k. The input design will
therefore be performed in the variables {c̃k}.

F. Parametrization of Power Constraints

By introducing the parametrization of the input spectrum
(41) the power constraint becomes a finite-dimensional affine
functions of the sequence {ck}, see [10].

Example 1: For an FIR spectrum the total input power
is 1

2π
∫ π
−π Φu(ω)dω = c0. The power constraint thus yields

c0 ≤ α . For the sequence {c̃k} defined by (43) the constraint
therefore becomes ατ − c̃0 ≥ 0. �
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G. Numerical Illustration

We will again consider the system given in Section II-E.
Neglecting the input load disturbance, the system is from an
identification point of view given by

y(t) = (2q−1 +q−2)u(t)+ e(t) (45)

where the white noise e has variance 1. The ultimate objec-
tive is to design a state feedback controller such that

‖T‖∞ < γ (46)

for this system. To better illustrate the parallel between the
example in this section and the one in Section II-E, we will
use γ = 2.1, which was the optimal value in Section II-E.
Hence, in this section, γ is a fixed value but the uncertainty
ellipsoid R (or actually the transformed uncertainty ellipsoid
R̃) is a variable in the optimization program. In Section II-E,
R was known and γ was a variable.

As the system parameters are unknown an identification
experiment of length N = 1000 will be performed and the
problem is to design the input such that (46) holds for the true
system in closed loop. Assume that the system identification
experiment is performed in open loop with the no load dis-
turbance (w = 0) but with measurement noise. Consider only
the first output. The two unknown parameters are estimated
in the experiment. Let the input spectrum be parametrized
as an FIR spectrum. With this parametrization, P−1 depends
only on the first two input spectrum coefficients c0 and c1. So
even if the input spectrum is infinitely parametrized, c.f. (41),
the matrix R̃ contains a finite number of parameters. The
discussion in Sections III-D and III-F together with Lemma
1 implies that solving (40) is equal to solving the following
problem.

minimize
α,c̃0,c̃1,...,c̃M−1,τ,X

α

subject to X > 0,X−DpDT
p > 0, τ > 0,

ατ − c̃0 ≥ 0, (42) and (44).

The smallest feasible α , which is obtained by a line search,
is the optimal solution to this optimization program. The
first M = 40 autocorrelations are solved for. Based on the
Yule-Walker equations [20] an autoregressive (AR) input
filter is realized. In Figure 4 the optimal input spectrum
is shown. We see that more energy has to be injected at
higher frequencies. In order to illustrate that the designed
input fulfills the constraint, 100 Monte-Carlo runs of the
identification experiment (45) are shown in Figure 1 together
with the designed uncertainty set Ũ . We clearly see that the
input performs well, since 95 of the 100 runs are inside Ũ .

IV. CONCLUSIONS

In this paper we have derived a sufficient robust stability
and robust performance condition for a system with uncertain
parameters. The condition is expressed as a linear matrix
inequality and the solution is used to generate a set of
feedback gains for which the closed loop system gain satisfy
the performance specifications. This robust control synthesis
method is also linked to system identification. We have
shown that the problem of finding an input to the identi-
fication experiment such that the resulting model uncertainty
is such that the given H∞ performance specifications are
satisfied with a certain probability, e.g. 99%, is equivalent
to a convex program. The results have been illustrated on a
numerical example.
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Fig. 4. The optimal input spectrum.
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