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Abstract— Model predictive control (MPC) is one of the most
promising and significant control approaches because of its abil-
ity to handle control problems for constrained systems. In this
paper, we propose a robust decentralized MPC algorithm for
dynamically interconnected large-scale constrained uncertain
systems with disturbances. Each decentralized MPC controller
determines the control sequence, satisfying input and state
constraints in the presence of uncertainties and disturbances,
based only on the nominal model of its own subsystem and
information broadcasted from other controllers. This controller
uses the information on the reachable state bound of its
own subsystem and dynamically interconnected subsystems
which is predicted one-step before. This algorithm guarantees
robust stability in the presence of model uncertainties and
disturbances.

I. INTRODUCTION

Model predictive control (MPC) is one of the most promis-
ing and significant control approaches because of its ability
to handle control problems for the systems having input,
state and output constraints. In general, it determines the
control sequence by solving on-line a constrained finite hori-
zon centralized optimization problem at each time instance
and subsequently only the first control in this sequence is
implemented [14][16][18]. This type of MPC scheme has
been vigorously studied for many years, with many research
results concerning not only constraint satisfaction but also
feasibility, stability and robustness [2][3][11][13][15][19]. In
this line of research, a single MPC controller determines
all the control inputs of system based on the information
about overall system. However, when we consider that large-
scale dynamically interconnected systems with constraints,
the complexity of on-line optimal control problem of such
systems could cause practical difficulties; i.e., it requires a
significant computation burden. Therefore, for such systems,
ordinary MPC techniques based on centralized optimization
problem may not be so useful.

One way to cope with computation issues is to use
decentralized control schemes. In the field of MPC, the
development of decentralized control schemes combined
with various MPC approaches attracts a lot of attention
recently. The standard features of decentralized MPC are
as follows; there are distinct MPC controllers, one for each
subsystem. To each controller, the optimal control problem
is assigned only for its subsystem. Then, it is solved to
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determine its own control sequence based on information
about itself and interconnected subsystems. In the MPC lit-
erature, several decentralized control approaches using MPC
techniques for dynamically interconnected systems have been
proposed [1][6][7][17]. However, there exists a drawback
such that the constraints of input, states and output of each
subsystem are not considered. In general, it is considerably
difficult to guarantee stability and feasibility of decentralized
MPC algorithms for constrained subsystems, especially when
uncertainties and disturbances exist [8]. Therefore, the main
research issue in this field is to develop a robust decentralized
MPC algorithm for constrained subsystems that is globally
feasible and stabilize the overall interconnected subsystems.

The purpose of this paper is to develop a robust decen-
tralized MPC algorithm for a class of dynamically intercon-
nected constrained systems, illustrated in Fig. 1, with model
uncertainties and disturbances. It is formulated based on the
framework in [5], [9] and [10] where the comparison models
are introduced to predict the future reachable bound of sys-
tem states in the presence of uncertainties and disturbances.

We first describe each subsystem as linear time-invariant
discrete-time local model with uncertainties, disturbances
and also the terms which denote the influences from other
interconnected subsystems. Next, we describe a framework
for designing decentralized MPC scheme to control each
local subsystem. In order to formulate it, we introduce the
comparison models for each subsystem to predict the future
reachable bounds of its state and state prediction error. Then,
in a similar manner in [5], [9] and [10], the given constraints
are modified based on these bounds to guarantee the robust
stability and moreover the original robust MPC problem can
be transformed into a nominal one without uncertain terms
using these comparison models.

The key feature is that each decentralized MPC con-
troller can determine the control sequence, satisfying given
input/state constraints in the presence of uncertainties and
disturbances, based only on the nominal model of its own
local subsystem and information on reachable state bounds
of other subsystems. Therefore, the proposed decentralized
MPC controller not only solve the optimal control problem
of its own subsystem, but also predict the reachable future
bound of it local state variables and communicate it to the
other controllers to modify the constraints in their control
schemes at each time instant.

Notation and Preliminaries: The symbol z} denotes the Ith
element of vector z°. The notation |z and ||z[|, denote
the Euclidean and p-norms of a vector x; when x is a
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Fig. 1. Composition of decentralized MPC controllers and subsystems

scalar |z| denotes its absolute value. We denote the largest
singular value of a matrix M as Let 7(M) denotes the
largest singular value of a matrix M. The maximum and
minimum eigenvalues of a matrix M are denoted by \(M)
and M\(M), respectively. The notation M > 0 means that
M is a symmetric positive definite; M 2 denotes the unique
positive definite square root of M > 0.

II. PROBLEM STATEMENT
A. System Description

In this paper, we consider the problem of controlling
M dynamically interconnected subsystems. Each subsystem,
denoted by superscript i € Z, Z = {1,2,---,M}, is
described by linear time-invariant discretized dynamics as
follows:

M

= A"z (t)+ B! (t)+Bid' (t)+ > AUl (t) (1)
J=1,j#i
where ¢ € R”?, u* € R™, d'(t) € RP are the state, the
control signal and the disturbance of the ith subsystem,
respectively, and A¥ € R ", AY ¢ R™*" B! ¢ R™*™,
B € R™P, Let x) := x%(0) denotes a given initial state of
the ith subsystem. Moreover, we assume that the disturbance
di(t) € RP consists of a state-dependent uncertainty d} €
RP1 and a bounded disturbance dé € RP2 similarly to [5].
These satisfy

d'(t) := [(d{(t))", (d5(t))"]"
Di(xi(t)) := Di(z'(t)) x D}
where
Di(2'(t)) := {di(t) € RP - [[di(t)[| < [|l=*(B)[|3,
L= {dy € RP2 : ||dy]| <1}

for Vi € Z. Then, the matrices Bfl in (1) can be defined as
B} := [B} , B} | where B) € R"* and B} € R"*P?
which correspond to di(t) and db, respectively.

o' (t+1)

€ Di(z(t)), Vt >0,

B. Constraints

It is assumed that each subsystem is subjected to the
following constraints both on the fully measurable state z°
and the control input u’ of the ith subsystem, which must
be fulfilled at all time instant ¢ > 0.

ri(t) € Xb, Xt = {2i(t) eR": |x

ui(t) e UL, U= {ui(t) e R™ : |u

()] < 9}V,

: _ 2
(O] <mp, v}

o e | s
A
u'(t) z'(t)
y
Subsystem (ith)
Fig. 2. Information flow at time instant ¢

where ¢} > 0 and 7] > 0 denote state and input constraint
levels of each subsystem, respectively, and Vi € Z. We then
define the terminal constraint set X for ith subsystem as

X} ={a'(t) eR": V(') < 1}, V(a') := \/(a")T Pias

for P* = 0 which satisfies the following assumption similar
to those used in [5], [9] and [10].

Assumption 1 A given feedback gain K € R™*™ and P -
0 for ¢th subsystem where ¢ € Z satisfy

1< VAP mingf, | K] < VAP mingf ()
ﬁi

—

ai<1,0§1 - <1, “)

where

Z]

ol i=al +adby, B '—a3—|—z

J=1,j7#i )\(Pj)
Qi = Pi _ (Fii)TPiFii, Fii = Aii —I—BlKl
and
P NQ) . 7((P):By)
aj : 1- —, Uy = ————,
A(PY) A(PY)
ay :=5((P)2B},), af :=7((P)zAY).

Remark I: In the above assumption, (3) and (4) guarantee
u'(t) = K'z'(t) € U’ is hold for all z* € X}. Then, by
this feedback control, X% % is a robustly 1nvanant set for (1)
(Refer to [4], [5], [9], [10])

ITII. ROBUST DECENTRALIZED MPC ALGORITHM

The goal of this section is to develop a robust decentralized
MPC algorithm which guarantees the ultimate boundedness
of the closed-loop system of each subsystem while satisfying
control and state constraints (2) for any disturbances. Figure
2 illustrates the information flow into and from the ith
MPC controller at time instant ¢ in the proposed robust
decentralized MPC method. Ai denotes the information
broadcasted by all other MPC controllers and A’ ol denotes
the information broadcasted by the ith MPC controller to all
other MPC controllers at time instant ¢. The information ex-
changed between :th controller and all other MPC controllers
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is as follows:
¥} Vi €T\ 4,
iﬁt_l}

e and 1/?" , denote the upper bounds predicted at
time instant ¢; w?‘t is on the future state trajectory of the
ith subsystem and 1/?|t is on the future state prediction error,
which are described in detail in the follows. fc_i‘t denotes
the predicted future value of x%(-). Note that the exchanged
ones are the information predicted at one-step before. It is
also important that the ¢th MPC controller needs to receive
information only from other MPC controllers that directly
influence the dynamics of the ith subsystem. At time instant
t, the ith MPC controller determines the control input u‘(t)
which satisfies the given constraints (2) and predicts the
future bounds w’, and v/, its subsystem over the prediction
horizon N based on the information A}‘t obtained through
communication and the measured state. Then, it transmits the
information Aio‘ , to all other controllers of the dynamically
interconnected subsystems.

i J J
Al = {w»|t—l’ Vie—1

(&)

R i
AO|t = {w-\t—l’ Vit-1>

where w!

Next, we define the finite horizon constrained optimal con-
trol problem for the proposed robust decentralized MPC
method for the ¢th subsystem. In this method, the fol-
lowing control which consists of a state feedback control
with a gain K* € R™*" and an open-loop control @’ €
R™ is adopted to regulate the state of the ith subsystem
subsystem[3][5][9][10][12].

u'(t) = Kot (t) + a'(t). (6)

Consider the ith subsystem (1) at time instant ¢ and let £ e
be the measured state x’(t) of this subsystem. Then, the
optimization problem of the ith MPC controller to determine
the optimal open-loop control ‘(¢) of (6) which guarantees
the constraint fulfillment is described as follows:

Optimization problem for decentralized MPC
D%iin Jd(xl(t)aa;+k\t) = Z(a1+k|t)TRzai+k|t )
k=0

where R’ >~ 0 is a given diagonal matrix and subject to
(a) Prediction model: The future state x(t + k) of (1) is

predicted based on the control input (6) and the following
model

M
Thppyre = FTppppy + B Uy ypy + Z A”jgwc\tq ®)
=g
where 55;“ =x(t)and k =0,1,--- ,N — 1.

(b) Comparison models: Since the future state is predicted
based on (8), the prediction error will inevitably occur. Thus,
it is necessary to evaluate the prediction error of ;%?'“ due to
the system uncertainties, the disturbances and the effects of

dynamically interconnected subsystems and then modify the
given constraint (2) based on it. Note that the disturbance
depends on the future state x%(¢ + k) of the ith real sub-
system and furthermore the future state 27 (¢ + k) of other
subsystems, which are dynamically interconnected to the ith
subsystem, as shown in (1). To that aim, we introduce the
following two scalar systems into the optimization problem:

M
wt+k+1\t_awt+k|t+a3+§ bl|ul t+k\t|+§ ¢ wt.Hg\t 1
=1 J=1,5#1
)]
M
i i i i o
Vitksipt = Q1Viqg)e T QoWiy gy + a3 +Z CijVyyge (10)
Jj=1,j#i

where b := o((P)2B}), ¢/ := a/\/A(P7) and B!
denotes the Ith column of B®. The initial states of (9) and
(10) are wj, = V/(2'(t)) and vy, = 0, respectively. These
are derived in a similar way to the method described in [5],
[9], [10]. To ensure the robust stability and the constraint
fulfillment, the open-loop control ﬂ?lt should be determined
so that the following constraint is satisfied.

wi+k+1|t S Wz(t+k+17wl|t;wl|t71) (11)

W= {w' eR:w!

W
kit S t+k+1|t—1}

(¢) Modification of constraints: As mentioned above, there
exists a prediction error between z'(t + k) and &} Kt
Therefore, the constraints on the predicted state £C.|t and the
predicted control input 11?'“ should be modified based on (2),
(9) and (10) in order to guarantee the robust stability and the
fulfillment of the given constraints (2) as follows:

Xi_(t +k+ 1,.w,i‘t, Vijit_l) =
{#' e R": |‘%?,t+k+l\t| <y —

Ut + k,w?‘t, V?‘t_l) =

Z[}ll(t + k + 17w.i‘t7 V.j‘tfl)}

{u' e R™: |ﬁ§,t+k|t| < —ni(t+ k,w?|t,yﬂt71)}
(12)
where
k w? i ‘
; ; i Wit fy1—s|t
wf(t+k+1,w?|tﬂ/.]‘t 1 Z ‘Cll \/—S

t+k+1 Ttkt1-s|t—1

||+Z Z (e ~ A

s=0 j=1,5#1

k
+Z 165, (s
s=0

t+k st

(t4'k U’ﬁv kt 1/ - z{:”gll ||N/—(——5

k
+> 1€, +Z Z I, ||Ls|t1
s=0 s=0 j=1,j#1 A(P7)
Ci(s) == (F”)SBQW ;7(5) = (Fi)s A¥,
€i(s) = K'(F")s~ le for s#£0
’ 0 fors=0"
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éj(s) . KYF®)s=1AU  for s #0 7
0 fors=0

and (¢ ;(s) and & ;(s) denote the Ith rows of ((s) and &(s),
respectively. Therefore, the optimal open-loop control in (7)
should be determined so that

ji+k+1\t exi(t+k+17w?‘t,u?‘t71), 03

.y y . .
szzz%-i—k\t + uzzf-i—k\t ceU'(t+ k,w?‘t, V~|t71)

is hold.

(d) Constraint on w,i‘t: Similarly to [5], [9], [10], the fol-
lowing constraints on w’ , in (9) and (10) are introduced in
order to guarantee the feasibility at each time instant of the
optimization problem.

< w' where w® > max{V (x}), 1}, (14)

Wiy np <1 (15)

i
Wiy k)t

where k = 0,1,--- , N — 1. Note that w’ should be bounded
to ensure the the feasibility at all time instants in a similar
way to [5], [9], [10], but it remains as a future research work.
Also note that (15) guarantees z'(k + N) € X} which can
be easily verified in the following Lemma 1.

In the above optimization, the finite horizon constrained
optimal control problem (7)-(15) without disturbance terms
is solved using only the measured state z° of each subsystem
at the current time ¢ and the information obtained through the
communication with dynamically interconnected subsystems.
Several comments on the proposed optimization problem are
in order:

e The states w?l , and 1/?" , in (9) and (10) enable us to obtain
the future upper bounds both on V(x%) and V(z*) where
z':=2' — &%, which is described in the following lemma.
Lemma 1 For any aj, ,, satisfying (11), the states w'}, and
I/_i‘t in (9), (10) and the state x%(-) of the ith subsystem in
(1) satisfy

V(@' (t+ k) Swj,py, and V(2 (t+ k) <viyy,  (16)
where Vi € Z and £k =0,1,--- , N.
e The constraint sets X¢ and U? in (12) modified based on

(9) and (10) and the constraint set W* on w,i‘ , in (11) satisfy
the following property.

Theorem 1 For a given z%(¢) € R™, any open-loop trajectory
ﬁiJrk't, k =0,1,---,N — 1 which satisfies (8)-(13) also
satisfies the constraints for the real subsystem in (1) such as
zi(t+k+1) € XY,
o . . a7
Klgzjl(t —+ k) —+ uIZH—k\t c U*

for all possible d*(t + k) € D*(z'(t + k)).

e At the first time instant ¢ = 0, we determine the control
inputs @*(0), Vi € Z, for all subsystems by solving the opti-
mization problem of the centralized MPC method proposed
in [5], [9], [10]. In this case, M dynamically interconnected
subsystems can be described as follows:

x(t+1) = Ax(t) + Bu(t) + Bqd(t) (18)

where x(t) € ROM) g (t) € R™M) and d(t) € RP*M)
defined as

z(t) = (@) @) - @ME)T]"
T
w(t) = [(u'@)" @@E)" - WM@)"]
T
d(t) == [(d' ()" ()" (@ ()" ]
and
r All A12 AlM
A21 A22 A2M
A = ) ER(nXM)X(nXJ\l)
A]'Ml A]'LD A]L'IM
(B 0 -~ 0 ]
B -9 B? € R(XM)x(mx M)
: 0
L 0 0 BM|
BY 0 0
B,— |0 Bi € R M) % (px M)
R . 0
L0 .- 0 BCIIM_

(19)
For the systems described as (18) and the control defined
such as

u(t) = Kz(t) + a(t) (20)
where
a(t)= [@o" @@e)T - @)’
K' o0 0
K = 0 K2 c R(me)x(an)
: . . 0
o .- 0 KM

(21
based on (6), we can derive easily various constraints similar
to (9), (12), (13), (14) and (15) (Refer to [5], [9], [10]). Then,
by solving the following finite horizon constrained optimal
control problem

N-1
min Je(x(t), Upyrye) = Z Uy gy Rty gy

k=0
where R := diag(R', R%,--- ,RM), we can determine
the optimal open-loop control @(0). For ¢ > 1, we apply
the proposed decentralized MPC method to determine the
control input for each subsystem. Note that if the solution of
the above centralized optimization problem (22) cannot be

(22)
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found, it means that the problem is infeasible and thus the
proposed decentralized optimization problem also cannot be
solved. The above MPC controller (22) developed based on
the centralized manner needs the knowledge of the overall
subsystems and computes all the control sequences at the
same time. Thus, the practical implementation of such MPC
technique in large-scale dynamically interconnected systems
requires a significant computation burden. In order to avoid
such problem, we have developed the above decentralized
MPC scheme.

e The comparison model (9) is a nonlinear equation of

ﬂi ST Similarly to LS], [9], [10], we modify it by replacing
ai+k|t € R™ with x;_wt € R™ as
m M .
wil5+k+1|t = O‘lwerk\t + aj +Z b;X;,Hk\t "’Z Cljwirk\t
=1 j=1,j#i
(23)
with an additional constraint such as
iy gl < Xy B=0,1,---, N =1 (24)

Then, the cost function Ju(z'(t),%,) can be rewritten as

N-1
Ja(@' (1), X)) = Z (Xi+k|t)TRlX1+k|t- 25
k=0

Therefore, the modified problems have only the linear con-
straints and can be solved by a standard quadratic program-
ming (QP) method with free variables @’ e and x’ It

e When we implement this algorithm, it is not necessary for
each MPC controller to communicate with all other MPC
controllers. The +th MPC controller needs the information to
receive from and send to jth MPC controller only if A% in
(1) is nonzero. If the system is loosely interconnected, the
amount of communication will not be large.

IV. STABILITY OF DECENTRALIZED MPC ALGORITHM

In this section, it is presented that the proposed decentral-
ized MPC algorithm guarantees the robust stability of the
overall subsystems in (1). We first assume that the following
assumption on the feasibility for the optimization in (7) is
satisfied.

Assumption 2 Assume the optimization problem in (7) is
feasible at the current time instant ¢ for w® which satisfies
Assumption 1. Then, at the next time instant ¢ + 1,

~ ik —
i Iy A k=1,2,--- ,N—-1
Uit lt+1 =

26
0, k=N (26)

could be a feasible (but not necessarily optimal) control
sequence, where u ut "kt denotes the optimal control sequence
determined at time instant ¢.

The above assumption means that if a feasible solution to
the initial optimization problem in (7) is found, then all

subsequent optimization problem will be feasible and the
given constraints (2) will be satisfied at every time instants
for any disturbance d(t + k) € D'(x'(t + k)). Based on
the above assumption, we get the following Theorem 2
describing the property of stability of the proposed robust
decentralized MPC method.

Theorem 2 Assume the optimization problem for the
centralized MPC method in (18) is feasible at £ = 0. Then,
this optimal control sequence ﬂ?jt o could be one of the
feasible control sequences at the next time instant ¢ = 1.
Furthermore, the proposed MPC method has the following

properties.

(1) The optimization in (7) is feasible at time ¢ > 1.
(i) There exists ¢’ satisfying
M ‘
al + Z Cingcltc—l
J=1,j71
AP (1—a')

2 ()] < Vi>t. (27

Proof: We show (i) by induction. The optimization problem
is feasible at ¢ = 0 by assumption. Assume now it is feasible
ateacht =9 (6 = 1,2,---,k). Then, since Assumption 2
means that the control in (26) is feasible at t = § + 1, (i) is
proved.

In order to prove (ii), we next show that the optimal cost

Ja(@'(t), @'};) is nonincreasing. At the time instant ¢ + 1, the
feasible solution in (26) satisfies
Ja(@' (t+ 1), Ay yge1) < Ja(@' (1), a5,)  (28)
since
(IZ (t + 1) t+k\t+1) Jd(Ii(t)a aiik\t)
N N-1
Z Ut+k\t+1 Zuz+k|t+1 - Z(ﬁzj—k\t) Rzui+k|t
k=1 k=0
=—(u iTt)TRl ﬁt <0.
(29)

From the optimality of Ja(z'(t + 1), @f% ), it is also
satisfied that

Ja(@'(t + 1)7ﬂiik|t+1) < Ja(z'(t+1), ut+k\t+1) (30)
Thus, from (28) and (30), the optimal cost is nonincreasing,
ie.,

Ja(@' (t + 1), 0% g p00) < Ja@' (1), a84,). G
is hold. Since the optimal cost is nonincreasing and bounded
by 0 from below, it is satisfied that J(x%(t), ﬂiik‘t) — ¢ as
t — oo for a constant ¢ > 0. This implies that, for each
gt > 0, there exists t{ > 0 such that

0< Jd(xi(t)7ﬁiik|t) — Jd(x

“(t+1), ﬁfﬁik|t+1) <& (32)

294



where Vt > tﬁ. But, from (28), (29) and (30), we have

(@) TR,
= Ja(@'(t), 4’ y,) — Ja(@ (t+ 1), 00 000)  (33)
< Ja(z'(t), ﬂ};ik‘t) — Ja(xi(t + 1), agk‘m).
Thus, (32) and (33) imply
gy — 0 as t — oo, (34)
From (34), we can choose ti such that
I lloo < &1, VE > 1. (35)

From (9), (16) and (35), it follows that
V(zi(t + 1))
<@tV (@) + ah + ) bilat ()] + > w36
=1 j=i,j#i
< @'V (a'(t)) + af + 1 +5(t1)

where

m M

i i N VAN ij, i

Vi =€) E by, va(t)) = E wliy
=1

j=iniAi

(37

and V¢ > t{. Note that Assumption 1 assures that w!, is
nonincreasing. Therefore,

V(@' (ts + k) »
< (@)V (@ (1)) + ) (@) (a5 + 1 +5(t))
s=0

_ (ai)kV(Ii(ti)) + (1- (ai)k)(ag + '7% + '7%(t11))

1—at
(38)
and the right-hand side of (38) converges to
i i i (6
a’3+71+72( 1) as k — oo. (39)

1—af
Since 7! can be chosen arbitrarily, there exists a finite time
ti (> t%) which satisfies
aj + 71 +5(t)
1—af
Thus, (27) follows form (40). [

V(z'(t) < , V>t (40)

V. CONCLUSION

In this paper, we have proposed a robust decentralized
MCP algorithm for a class of dynamically interconnected
large-scale systems having both input and state constraints
and model uncertainties and disturbances. This method is
developed basically based on the comparison models which
enables us to predict the future reachable bounds of states of
each subsystem and difference between the real and predicted
states. The developed MPC controller determines the input
sequence and predicts the future reachable state bound based
on the information exchanged between only dynamically
interconnected subsystems. The determined control input
satisfies the given constraints in the presence of uncertainties

and disturbances, and also the robust stability of overall
subsystems is guaranteed. As a future research works, we
will make investigation into the decentralized MPC method
which guarantees the feasibility at all time instants. Also
we will show the effectiveness of the proposed algorithm by
numerical examples.
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