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Abstract— This paper deals with the constrained model
predictive control, and focuses on the reference tracking prob-
lem. The analysis of the feasibility limitations is done using
explicit formulations of the multi-parametric optimizations and
invariant sets theory. The enlargement of the set of feasible tra-
jectories by using reference governor schemes is discussed. The
main result is a compact piecewise affine law with guarantees
of feasibility, constructed by mixing the explicit formulations
of the predictive law and the reference adjustment mechanism.

I. INTRODUCTION

Model Predictive Control (MPC) has imposed itself as an
optimization based technique with versatile constraints han-
dling capabilities [1], [2]. In the same time, the optimization
fundament imposes the feasibility as a crucial demand as
long as it represents the main ingredient for the stability [6].

For regulation, the necessary and sufficient conditions
of MPC feasibility are based on pseudo-infinite prediction
horizons or, similarly, on invariant terminal sets [12], [3]. The
reference tracking can take advantage of the prediction capa-
bilities of MPC and deliver excellent control performances
but the infeasibility threatening becomes severe, mainly if
the reference contradicts with the imposed constraints or the
a priori information regarding the set-point is limited.

The infeasibility avoidance strategies can follow two direc-
tions: enhance the feasible domain by increasing the predic-
tion horizon, or on-line adjust the trajectory to be followed
using a so-called ”reference governor”. In the first case,
the feasible domain is enlarged but remains limited, another
disadvantage being the augmentation of the set of decision
variables and constraints. The ”reference governor” (see [10],
[11] and the references therein) implies the existence of
solution for an optimization problem apart MPC which will
provide the best admissible reference to be followed.

The current paper revisits the main concepts related to
the feasibility of MPC and details their definitions for the
reference tracking case. The structure of the feasible domain
and the reference limitations are analyzed in relation with
the MPC parameters. The reference governor schemes will
be used to obtain a control law with guarantees of feasibility.
Both ingredients (MPC and reference governor) are repre-
sented by multiparametric optimization problems ([5], [15]),
and their explicit formulations can be gathered in a compact
form resulting in a piecewise affine control law, feasible over
any set of initial conditions. The conservativeness and the
compromise between the memory needs and a fast evaluation
mechanism are some of the addressed issues.
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In the following, section II recalls the MPC problem, the
explicit formulation and states definitions related to feasibil-
ity. Section III deals with the reference tracking problems
and the feasibility limitations. In section IV, the infeasibility
avoidance mechanism is integrated in the predictive control
scheme resulting in the compact MPC with guarantee of
feasibility. Finally, section V presents a study case.

II. MODEL PREDICTIVE CONTROL

A. Constrained model predictive control

MPC implies the minimization of a cost index on the pre-
dicted plant evolution. For the regulation to origin consider:

ΣP :

⎧⎨
⎩

xt+1 = Axt + But, t � 0, x0 = x0 ∈ X0

yt = Hxt

Cxt + Dut � γ
(1)

where xt ∈ R
n, ut ∈ R

m, yt ∈ R
p are the state, input

and output vectors and X0 the set of initial conditions. It is
assumed that the pair (A,B) is stabilizable. The constraints,
given by γ ∈ R

q , D ∈ R
q×m, C ∈ R

q×n, define a polyhedral
region including the origin. At each sampling time, the
current state xt = x (assumed available), is used to find
an open-loop control sequence k∗

u = [uT
t|t, . . . , u

T
t+N−1|t]

T :

min
ku

xT
t+N |tPxt+N |t +

N−1∑
k=0

xT
t+k|tQxt+k|t + uT

t+k|tRut+k|t⎧⎨
⎩

xt+k+1|t = Axt+k|t + But+k|t, k � 0
Cxt+k|t + Dut+k|t � γ, 0 � k � N − 1
xN ∈ XN

(2)
where Q � 0 and R > 0 are weighting matrices and
(Q1/2, A) is detectable. P characterizes the terminal cost and
XN is the associated terminal set. The prediction horizon,
together with P, Q and R are the knobs of this optimization.

The first element of k∗
u is effectively applied and the pro-

cedure is restarted following a ”receding horizon principle”.

B. Multiparametric optimization - explicit solutions

The optimization (2) is tractable and can be rewritten [5]:

k∗
u = arg min

ku

kT
u Θku + kT

u Φx + xT Υx

subject to : Ainku � bin + Binx .
(3)

This is a multiparametric quadratic problem (mpQP) and
its solution is a piecewise affine function ([5], [9], [8]):

k∗
u(x) = Ki ∗ x + κi, for x ∈ Di , (4)

where Di are polyhedral regions in R
n. MPC uses only the

first component of this optimal solution:

uMPC(x) = KMPC
i ∗ x + κMPC

i , with x ∈ Di , (5)
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and KMPC
i , κMPC

i the first components of Ki, κi.
Lately, reliable algorithms exist [13] to develop these

explicit solutions and related MPC laws.

C. Feasibility within constrained MPC

Definition: The feasible set for the MPC law (2) is the set
of all states for which a control sequence k∗

u(x) exists:

Xf =
⋃
i

Di , (6)

with Di as in (4). Xf is a convex polyhedron and corre-
sponds to the projection of the parameterized polyhedron
formed by the constraints in (3), onto the state space [8].

Definition: A set X ∈ R
n is positively invariant with

respect to the dynamic xt+1 = Axt + Bg(xt) with g(xt)
known, if and only if ∀xt ∈ X ⇒ xt+1 ∈ X .

In the literature, one can find exhaustive results regarding
the feasibility of MPC laws [12]. In the following we
introduce a classification of the infeasibility for MPC based
on the relation with the set of initial conditions, X0:

• X0 \ Xf �= ∅.
The MPC law is infeasible w.r.t. X0 because it exists at
least one initial condition x0 ∈ X0 such that uMPC(x0)
is not well defined.

• X0 = Xf

The MPC law is feasible w.r.t. X0 if and only if Xf is
positively invariant w.r.t. xt+1 = Axt + BuMPC(xt).

• X0 ⊂ Xf

The MPC law is feasible w.r.t. X0 if and only if it
exists a set Ω ⊂ R

n, positively invariant w.r.t. xt+1 =
Axt + BuMPC(xt), which satisfies X0 ⊂ Ω ⊂ Xf .

This classification underlines the role of initial conditions and
the threatening represented by an inappropriate MPC tuning
leading to self-generated infeasibility. The set Xf depends
on MPC parameters and constructive methods do exist for
designing feasible laws for the regulation problem (1-2).

III. MPC FEASIBILITY FOR TRACKING SYSTEMS

A. Classification of reference tracking problems

Regulating the state to origin using optimal control se-
quences over receding horizons can be extended to the
reference tracking. A classification of these problems [4] is:

1) The model-following problem: The reference signal is
the output of a known linear model:

ΣR :
{

zt+1 = Azzt, z0 ∈ Z0;
rt = Hzzt

(7)

with rt ∈ R
p, Az stable, the pair (Az,Hz) observable and

Z0 ∈ R
nz the set of initial conditions. The MPC is supposed

to find the optimal control sequence for the system (1) such
that the output y tracks the reference r. By recasting:

x̃t+1 =
[

zt+1

xt+1

]
=

[
Az 0
0 A

]
︸ ︷︷ ︸

Ã

x̃t +
[

0
B

]
︸ ︷︷ ︸

B̃

ut,

C̃x̃t + Dut � γ̃; C̃ =
[

0 C
]
; D̃ = D; γ̃ = γ

(8)

and Q̃ =
[

Hz −H
]
Q

[
Hz −H

]T
, the MPC for

(1-2) can be applied to construct a feasible law for initial

conditions x̃0 ∈ X̃0 =
{[

z0

x0

]∣∣∣∣ z0 ∈ Z0; x0 ∈ X0

}
.

2) The tracking problem: The desired trajectory is the
output of a known linear model (Fig. 1) excited by an
exogenous signal, partially known:

ΣR :
{

zt+1 = Azzt + Bzwt, zt ∈ R
r, z0 ∈ Z0

rt = Hzzt;
(9)

Note that wt can be the output of a high-order LTV system.

Fig. 1. Classical MPC tracking scheme (qt - the tracking quality).

All the information on wt should be incorporated in the
reference model such that the MPC law could improve the
prediction accuracy. For example if the signal is known in
advance over a horizon Nw -

{
wt|t, . . . , wt+Nw−1|t

}
, then

the reference model to be used for the MPC design is:

Az ←

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Az Bz 0 · · · 0

0

0 1
. . .

...

0 0
. . . 0

...
...

. . . 1
0 0 · · · 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

; Bz ←

⎡
⎢⎢⎢⎢⎢⎣

0
0
...
0
1

⎤
⎥⎥⎥⎥⎥⎦

Hz ←

⎡
⎢⎢⎢⎣

Hz

0
...
0

⎤
⎥⎥⎥⎦

T

; zk ←

⎡
⎢⎢⎢⎢⎢⎣

zt

wt

wt+1

...
wt+Nw−1

⎤
⎥⎥⎥⎥⎥⎦ ; wt ← wt+Nw

.

The following section will examine the influence of the
exogenous signal on the feasibility of the control scheme.

B. Infeasibility within reference tracking

Even if the MPC design is reduced to the classical case,
the feasibility requirements must be fulfilled with respect to
the set of initial conditions in augmented space X̃0 and not
only for X0. In this respect the terminal set must be based
on the model (8) - x̃N ∈ X̃N and not only xN ∈ XN .

The MPC law will be characterized by a polyhedral set of
feasible points in the augmented state space as in (6):

X̃f = {x̃|Λx̃ � λ} =
{[

zT xT
]T |Λzz + Λxx � λ

}
(10)

The evolution of the reference model is independent of the
chosen control action at time t:

zt+1 = Azzt + Bzwt;

and thus at time t + 1 the infeasibility phenomenon entails
that xt+1 /∈ Xf (zt+1) = {x|Λxx � λ − Λzzt+1}.
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But in the same time the MPC law is designed such
that in the absence of exogenous signal (wt = 0), the
feasibility is preserved (a necessary condition for the con-
straint fulfilment over the prediction horizon). This means
that xt+1 ∈ Xf (ẑt+1) = {x|Λxx � λ − Λz ẑt+1} with
ẑt+1 = Azzt. Based on this observation the infeasibility of
the MPC tracking scheme at time t can be classified as:

• Bzwt = 0
The MPC law is feasible because ẑk+1 = zk+1.

• Bzwt �= 0 ∧ D = Xf (zt+1)∩Xf (ẑt+1) �= ∅ (Fig. 2a)
If xt+1 ∈ D the MPC law is feasible.
If xt+1 /∈ D the MPC law is infeasible due to the
incompatibility between the current state and the ex-
ogenous signal entering the reference model.

• Bzwt �= 0 ∧ D = Xf (zt+1)∩Xf (ẑt+1) = ∅ (Fig. 2c)
Infeasibility due to a jump of the reference model state
which overwhelms the closed loop tracking capabilities.

Fig. 2. Example of feasible set X̃f (center). D = Xf (zt+1) ∩
Xf (ẑt+1) �= ∅ (left). D = Xf (zt+1) ∩ Xf (ẑt+1) = ∅ (right).

Remark: The only degree of freedom one can dispose within
MPC to diminish the infeasibility risk is to enlarge the set
X̃f . This can be done by augmenting the prediction horizon
but this implies a more complex optimization problem.

C. Feasible bounds as multiparametric optimizations

The feasible set X̃f has been considered as the extended
version of a parameterized polyhedron Xf (zt) with pa-
rameters given by the state of the reference model. If the
goal is to describe the family of feasible references, then
a dual approach has to be considered, the characterization
of the feasibility by the fact that zt+1 /∈ Zf (xt+1) =
{z|Λzz � λ − Λxxt+1}. The feasibility can then be char-
acterized based on the limits of the feasible reference signal
rt or of the feasible exogenous signal wt as in Table I.

TABLE I

FEASIBILITY CONDITIONS

rmin
t (xt) � rt � rmax

t (xt) wmin
t (xt, zt) � wt � wmax

t (xt, zt)

rmin
t (xt) = min

z
Hzz

s.t. Λzz � λ − Λxxt

rmax
t (xt) = max

z
Hzz

s.t. Λzz � λ − Λxxt

wmin
t = min

w
w

s.t.ΛzBzw � λ − Λxxt+1 − ΛzAzzt

wmax
t = max

w
w

s.t.ΛzBzw � λ − Λxxt+1 − ΛzAzzt

The feasible bounds rmin
t , rmax

t , wmin
t , wmax

t are solutions
of linear multiparametric optimization problems [14]. Their
expression is providing a hint about the way the infeasibility
can be avoided by the adjustment of the reference to the
corresponding feasible limitation once it becomes infeasible.

Remark: The infeasibility can be seen as a robustness issue
for the MPC law with respect to a exogenous signal affecting
the model. It is not the approach followed here, our devel-
opment being based on a reference governor mechanism.

IV. INFEASIBILITY AVOIDANCE

The idea resumed in Table I is that at each sampling time,
the feasibility of the MPC scheme depends on whether the
reference signal is contained in a safe region:

rt ∈ Xr(xt, zt) ⇔ Hzzt ∈ Xr(xt, zt) (11)

As long as the exogenous signal is given, and the state of
the system is supposed to be known, the feasibility can
be obtained through a reference adjustment. This means
that the infeasible reference is replaced by its best feasible
approximation. This idea has already a wide experience,
being known in the literature the ”reference governor”.

A. Reference governor

A reference governor (RG) is based on the idea that
for the reference tracking scheme in (Fig. 1) a MPC law
can be designed such that the closed loop performance,
feasibility and stability requirements are fulfilled for the
model-following problem (in the absence of the exogenous
excitation). Once the MPC law description is available, we
dispose also of the associate feasible set X̃f . Based on this
assumption the goal of RG is to replace the reference rt by:

r̄t = r̄t(xt, rt) (12)

such that r̄t is the best approximation of rt and the MPC law
is well defined. Due to the fact that rt is the output of the
reference model, one can rewrite (12) as r̄t(zt, xt). The best
approximation must be judged with respect to a cost index.
According to this principle the adjusted reference might be:

r̄t = Hz z̄
∗
t

z̄∗t (zt, xt) = arg min
z̄t

(z̄t − zt)T HT
z SHz(z̄t − zt)

such that
[

z̄t xt

]T ∈ X̃f

(13)

where the matrix S weights the deviation of the references.
This formulation underlines the fact that the information
needed for the optimization is restricted to the current
measurements r̄t = r̄t(zt, xt), (Fig. 3). In general case, (13)
can be stated as an optimization over a wider horizon, NS :

min
w̄t

NS∑
k=1

(r̄t+k − rt+k)T S1(r̄t+k − rt+k)+

+(w̄t+k − wt+k)T S2(w̄t+k − wt+k)
such that

[
z̄t+k xt+k

]T ∈ X̃f

(14)

B. Compact MPC law with guarantee of feasibility

Within the optimization (13) one can observe the depen-
dence of z̄∗t on the parameters {zt, xt}. The set of constraints
depends exclusively on the vector xt while the dependence
on zt is present in the cost index. If there is no other restric-
tion added to (13), then any zt ∈ R

nz is feasible. By applying
the MPC law uMPC(z̄t, xt) instead of uMPC(zt, xt), one
can obtain a predictive law with guarantee of feasibility.
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Fig. 3. Reference governor scheme for MPC feasibility

Despite this advantage, the cascaded implementation of the
reference governor with the MPC law is quite demanding
on-line. A first step is to observe as in [15] that the RG
implies in fact a multiparametric quadratic problem (13) for
which the explicit solution does exist as in (4).

z̄t(zt, xt) = Li ∗
[

zt

xt

]
+ li, for

[
zt

xt

]
∈ Ri , (15)

which can be further written componentwise:

z̄t(zt, xt) = Lix
∗ xt + Liz

∗ zt + li. (16)

The sets Ri are representing the critical regions correspond-
ing to the explicit solution of (13) as in (4). The union R =⋃

i Ri represents the domain with guarantees of feasibility.
The number of regions Ri is depending on the freedom
allowed for the family of references.

Regarding the explicit implementation of the MPC law, as
already mentioned (5), it is expressed as a piecewise linear
continuous function:

u(z̄t, xt) = Ki ∗
[

z̄t

xt

]
+ κi, for

[
z̄t

xt

]
∈ Di , (17)

or written componentwise:

ut(z̄t, xt) = Kix ∗ xt + Kiz ∗ z̄t + κi. (18)

Using these explicit formulations of the RG and MPC
blocks, one can conclude that the real time implementation
of the predictive scheme with guarantees of feasibility comes
to a successive look-up table positioning for the evaluation
of the control law at each sampling time (Fig. 4).

Given these two piecewise affine (PWA) functions, and
the fact that their evaluations depend on the depth of the
binary search tree for each look-up table, the natural question
is whether the two functions can be composed in a single
control law including both the MPC and the RG mechanism
(MPC-RG) and being ”everywhere” feasible.

Proposition: Let two PWA and continuous functions:

f : R → D; R =
r⋃

i=1

Ri;

f(x) = Afix + bfi ∀x ∈ Ri

g : D → F ; D =
d⋃

j=1

Dj ;

g(x) = Agj x + bgj ∀x ∈ Dj

(19)

then a composed PWA continuous function exists such that:

h : R → F ; R =
nh⋃

k=1

DRk;

h(x) = Ahk
x + bhk

= g(f(x)), ∀x ∈ DRk

(20)

with D, R,F, Di, Rj , DRk convex sets.

Proof: For the existence of the cutting R =
nh⋃

k=1

DRi it is

sufficient to construct for each Ri, i = 1, .., r the subsets:

DRij = {x|x ∈ Ri and f(x) ∈ Dj} , j = 1, .., d (21)

From hypothesis f(Ri) ⊂ D and by retaining only the
nonempty subsets of this construction one can obtain:

Ri =
DRij �=∅⋃

j

DRij (22)

Now, by associating for each DRij :

Ahij
← Agj

Afi
; bhij

← Agj
bfi

+ bgj
(23)

a finite nh is easily obtained such that:

h : R → F ; D =
nh⋃

k=1

DRk ≡
DRij �=∅⋃

i,j

DRij ;

h(x) = Ahk
x + bhk

= g(f(x)) ∀x ∈ DRk �

(24)

Remark: For the resulting function h(.), the number of
subsets in the definition domain will satisfy hh � d ∗ r
and due to the fact that the evaluation mechanism for
f(.), g(.), h(.) is logarithmic in the number of regions in the
partitions [7], it follows that the complexity of evaluation for
h(.) is inferior to the sequential evaluation of f(.) and g(.).

The existence of a compact law (MPC-RG), which inherits
the qualities of the RG mechanism and the MPC perfor-
mances is assured. The intermediary adjusted reference r̄k

and the associated governed reference model state, z̄k needs
no evaluation, all this process being nested in MPC-RG law.

The on-line evaluation of the control action is optimized
but one may ask which is the price to be paid. As it was
already known for the explicit formulations, the on-line
computational gains are obtained by increasing the memory
needs. It is the case for the MPC-RG which needs to store
a more complex look-up table than the original MPC law.
On the contrary, the RG explicit formulation stores the entire
explicit solution (16) and not only the first component as it
is the case for the MPC. This fact burdens in some extent the
complexity of the sequential scheme. The compact MPC-RG
law (Fig. 5) does not suffer from this point of view and thus
memory storage disadvantages are mitigated.

The following algorithm resumes the MPC-RG design:
1. Find the explicit MPC for the model-following problem.

u = Ki
xx + Ki

z z̄ + ki; for
[

xT z̄T
]T ∈ Di, i = 1, ..,d

2. Determine the MPC feasible set X̃f =
d⋃

i=1

Di.

3. Construct the explicit form of the RG:

z̄ = Li
xx + Li

zz + λi; for
[

xT zT
]T ∈ Ri, i = 1, .., r

4. Build the compact MPC-RG law:
For all i = 1, .., r

For all j = 1, .., d
Compute DRij = {x|x ∈ Ri and f(x) ∈ Dj}
If DRij is nondegenerate store it together with:

u = Ki
xx + Ki

zL
j
xx + Ki

zL
j
zz + ki + Ki

zλ
j
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Fig. 4. Explicit description of reference governor and MPC law

Applying this algorithm one can obtain a piecewise linear
control law with guarantee of feasibility. Its properties are
inherited from the underlying predictive law characteristics.

Proposition The compact MPC-RG law enjoys the fol-
lowing properties:

i) MPC-RG is a piecewise linear and continuous function
of the extended state x̃t = [zt xt]

T .
ii) If x̃t ∈ X̃f then the MPC and MPC-RG are equivalent.
iii) If rt → r∞ then yt → r̂ where r̂ is the best feasible

approximation of r∞ with respect to the criterium in (13).
iv) If the original MPC law was designed for zero steady

error for constant references r∞, the MPC-RG law has a
finite settling time to the best feasible approximation r̂.

Proof: The property i) is a consequence of the fact that
the composition of two piecewise affine and continuous
functions inherits the same properties. For ii) it is sufficient
to see that if the condition x̃t ∈ X̃f is verified then (13)
becomes an unconstrained optimization problem and thus
z̄t = zt implying the equivalence of the MPC law with the
MPC-RG version. In order to demonstrate iii) the continuity
of the RG must be taken into account to generate a sequence
of references leading to a steady set-point Hz z̄t → r̂. Further
due to the stabilization properties of the MPC law this posi-
tion will be regulated yt → r̂. If the steady output obtained
r̂ is not corresponding to the best approximation then the
optimality of the RG is denied leading to a contradiction.
The point iv) is a special case of the former problem.
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Fig. 5. Compact MPC law with guarantee of feasibility

V. EXEMPLE

Consider the discrete version of the double integrator:

xt+1 =
[

1 1
0 1

]
xt +

[
1

0.5

]
ut,

yt =
[

1 0
]
xt

(25)

For the trajectory tracking, the reference model is:

zt+1 = 0.85zt + 0.15wt; rt = zt (26)

The MPC law has to consider the set of constraints:

−1 � ut � 1, −10 � rt � 10,

xt ∈
{[

x1

x2

]
| − 10 � x1, x2 � 10

}
(27)

The exogenous signal will affect the evolution and using
the formulations in Table I, one can obtain the explicit
limitations of the reference rmin

t (xt), rmax
t (xt) (Fig. 6).
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Fig. 6. The explicit description of the reference limitations. The piecewise
affine function in the upper part - rmin

t (xt). In the lower part rmax
t (xt).

The prediction horizon plays a decisive role in the feasi-
bility limitations as it can be seen in Fig. 7.

Fig. 7. Feasible interval during the trajectory tracking. Left - MPC law
with N = 1 and a exogenous signal represented by a pulse train reference
with amplitude 10. Right - N = 4 and a pulse train with amplitude 8.

If the feasible set available is not satisfying the feasibility
requests for the tracking problem, then an avoiding redun-
dancy mechanism can be synthesized in terms of a reference
governor (RG). In order to give an idea about the complexity
of its explicit solution, in Table II, one can find the number
of zones (NZ∗) for prediction horizons going from 1 to 4.

The column NZMPC contains the number of domains
for the predictive control explicit solution. Their union will
form X̃f which further is the base for the RG scheme. The
column NZRG presents the number of zones exclusively
for the reference government scheme. If these two blocks
function independently then the number of combinations to
be explored are represented by the product NZMPC ∗NZRG
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TABLE II

EXPLICIT FORMULATIONS

N NZMP C NZRG Combinations to be explored NZMP C−RG

1 5 37 185 79

2 23 154 3542 597

3 99 627 62073 3979

4 421 2373 999033 25114

which is reported in the forth column of the table. It can
be observed that for large prediction horizons this indicator
becomes very large and the natural question is whether all
of them are representing valid combinations of the extended
(reference model + system) state. The answer is given by the
compact MPC law with guarantees of feasibility, constructed
by the composition of the MPC and RG descriptions. The
fifth column in Table II contains the number of zones
NZMPC−RG for its explicit formulation.

One conclusion is imposed: the compact MPC − RG
scheme is avoiding the exploration of useless combinations
but in the same time its number of zones is larger than the
number of zones needed for the sequential implementation:

NZMPC + NZRG � NZMPC−RG � NZMPC ∗ NZRG

From the point of view of the on-line evaluation, the sec-
ond inequality is relevant. From the point of view of the
memory needed to store the explicit solution is mainly the
first inequality which reflects the comparison between the
sequential implementation or the compact implementation.

In order to get a better insight on the ”on-line evalua-
tion vs. memory used” compromise, the search trees for
the explicit solutions are constructed and their complexity
compared (see Table III).

TABLE III

SEARCH TREE COMPLEXITY

STRG+MPC STMPC−RG

N Nodes Depth Memory(bytes) Nodes Depth Memory(bytes)

1 176+6 8+4 27616+1136 228 8 25402

2 1479+71 11+6 173928 + 8408 1756 12 212963

Unfortunately, due to the huge number of zones to be
explored, only the N = 1 and N = 2 are obtainable in
reasonable time. However, the results are insightful, and for
example for N = 1 one can observe that the depth of the
search tree for the compact formulation is equivalent with
the depth of the RG. This means that in the worst case the
RG evaluation is equivalent with MPC-RG evaluation which
on its turn is far less expensive that the sequential evaluation
of MPC and RG (compose depth of the search tree - 12).
The price to be paid as already mentioned is transparent in
the memory needs. But due to the fact that the RG scheme
needs the storage of the complete explicit solution, for N = 1
this disadvantage is mitigated and we can notice that the
sequential scheme is even much memory involved that the
compact scheme for some cases. For N = 2 the evaluation

mechanism has to deal with a 12vs.17 depth search tree. The
memory used for the compact scheme is still comparable
with the sequential case. For larger prediction horizons the
differences from the memory point of view become more
evident. As a conclusion the choice between the compact
or the sequential scheme are dependent on the aspiration
towards a small on-line evaluation time on one hand and the
memory available on the other hand.

VI. CONCLUSIONS

The feasibility problem within the model predictive control
framework was treated with a special attention for the track-
ing problems. Based on the feasibility results existing for the
regulation case, we established the limitations of the feasible
trajectories and classified the infeasible comportment.

In order to avoid the infeasibility, a reference adjustment
mechanism was used. Based on the fact that both the
MPC and the RG are in fact formulated as multiparametric
optimization problems, their explicit formulation in terms of
PWA functions was proposed.

The independent implementation of the RG in conjunction
with MPC law was shown to be not optimal from the point
of view of the evaluation mechanism. A compact predictive
law with guarantee of feasibility was constructed, optimal
from this on-line positioning point of view.
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