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Abstract— In this paper, we reveal new connections between
the incremental Lyapunov properties of a nonlinear system
and the Lyapunov properties of its linearizations. We focus on
(incremental) asymptotic and exponential stability. In contrast
with other works on the incremental Lyapunov properties of
nonlinear systems, our approach is based on extended spaces,
Gâteaux derivative and the mean value theorem in norm.

I. INTRODUCTION

Two different approaches, based on incremental stability,
have recently emerged for the nonlinear system analysis.
The first one, the incremental Lyapunov stability approach
focuses on the analysis of the nonlinear system trajectories
associated to a given set of initial conditions, that is, quali-
tative properties. The second one, the (weighted) incremen-
tal norm approach, focuses on the input-output properties
of Lipschitz continuous nonlinear systems. As in the first
approach, the second approach allows qualitative property
analysis. In contrast with, it allows to analyze desensitivity,
robustness and more generally many quantitative properties.
Note that nonlinear control specifications include both qual-
itative and quantitative properties. It emphasizes the strong
advantage of the weighted incremental norm approach, which
encompasses in a single mathematical framework both kind
of properties (see [18, 15] for illustrative examples).

In this paper, we first prove that the incremental Lyapunov
asymptotic stability of a nonlinear system for a convex
set U of initial conditions is implied by the Lyapunov
asymptotic stability of all its linearizations associated to each
trajectory with an initial condition in U . A stronger result
is then obtained when Lyapunov exponential stability is
considered. The incremental Lyapunov exponential stability
of a nonlinear system for a convex set U of initial conditions
is proved to be equivalent to the Lyapunov exponential
stability of all its linearizations associated to each trajectory
with an initial condition in U . We then prove that the
incremental Lyapunov exponential stability on a convex set
U is equivalent to the Lyapunov exponential stability on U
at any initial condition in U . In other words, the exponential
stability of the trajectories associated to a convex set U of
initial conditions is equivalent to the exponential stability of
the equilibrium trajectories with respect to U . This result is
close to a recent one in [2] derived with a different proof.

Our paper is a contribution in the scope of the incremental
Lyapunov stability approach. In this approach, many contri-
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butions focus on the analysis of trajectories associated to
different systems or associated to the same system but with
two different initial conditions. Two arguments are usually
applied. The first one is based on “incremental” Lyapunov
functions, see e.g. [36, 3, 30]. The second one focuses on
the analysis of the (time dependent) distance between two
trajectories (see [24] for a survey and also [23]). The obtained
conditions involve the nonlinear system linearizations (see
[29, 25, 21] and more recently the contraction analysis
[26, 27]). Note that related problems were considered for the
error analysis of numerical integration schemes (see [4, 5]
and for related problems [7]).

In contrast with these results, our proof is based on the
machinery of (weighted) incremental norm approach. The
weighted incremental approach focuses on the properties of
incrementally stable systems, i.e. Lipschitz continuous sys-
tems, defined as causal operators from a normed functional
space to another one. This approach clearly roots in the input-
output approach, more precisely in the Zames’ and Sand-
berg’s pioneering works. The (Lipschitz) continuity was early
pointed out as a natural extension to the nonlinear systems of
the linear bounded input bounded output stability (see [37]
and also [35]). Nevertheless, in the input-output approach
of nonlinear system analysis, most of the results focus on
ensuring only the input-output boundedness e.g., the L2 gain
stability, see [6]. Few works investigated the properties of
incrementally stable systems, see the book [35], chapter 7
on linearizations. Some results were obtained in the sixties
for a restricted class of nonlinear systems (interconnections
between an LTI system and a memoryless nonlinearity),
see [32, 33]. Recently, the (weighted) incremental norm
approach emerged as a fruitful extension of the linear H∞
approach to nonlinear systems, see [9, 12] and [19]. The
major interest is to propose a quantitative evaluation of the
robustness and the performance of closed-loop nonlinear
systems. This evaluation reduces to the computation of the
weighted incremental norm of some closed-loop nonlinear
functions [12]. In addition, in [10, 11, 8, 13], it was also
proved that the (weighted) incremental norm approach en-
sures many interesting incremental Lyapunov properties as
the uniqueness of the steady-state, the uniform Lyapunov
stability of all the unperturbed trajectories and many other
ones, see [2] in the ISS context.

Based on this approach, in [16, 14], we reveal the
connection between the incremental norm of a nonlinear
system with the induced norm of its linearizations with an
emphasis on the input-output properties. In this paper, we
complete the picture by focusing on the Lyapunov properties.
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Remember that connecting a nonlinear system properties
to its linearization ones is the theoretical foundation of a
nonlinear control approach which is a practically credible
and rigorous alternative to the widespread (and heuristic)
gain scheduling control, see [16] for a detailed discussion.
As e.g. in [16], the results are here derived using the
extended spaces, the Gâteaux derivatives (linearizations) and
the mean value theorem in norm, that is, the arguments of
the (weighted) incremental norm approach. In contrast with
[16], we are interested in the nonlinear system response
to initial conditions. In [16], we investigate the properties
of the nonlinear operator which associates to the nonlinear
system input signals, the nonlinear system output signals.
Both signals belong to infinite dimensional Banach spaces.
We here investigate the properties of the nonlinear operator
which associates to the initial conditions, the nonlinear
system state. In contrast with [16], the nonlinear operator
input is a finite dimensional Banach space, which is simpler.
The (weighted) incremental norm approach, applied in [16]
can be then applied to our problem. To complete the picture,
in the last part of the paper, we discuss the connections
between the (weighted) incremental norm analysis and the
contraction analysis which was developed in the incremental
Lyapunov stability approach. We actually prove that uniform
exponential incremental stability implies the existence of a
contraction metric. Furthermore, the equivalence between the
exponential stability of the trajectories associated to a convex
set U of initial conditions and the exponential stability of the
equilibrium trajectories with respect to U can be interpreted
as an infinitesimal test ensuring the contraction.

Missing proofs are presented in the technical report [17].

Notations, considered systems L∞ is the set of all essen-
tially bounded, measurable Rn-value functions on [t0,∞)
equipped with ‖f‖L∞ ∆= esssupt∈[t0,∞) ‖f(t)‖. The causal
truncation of f ∈ L∞ at time T ∈ [t0,∞), denoted
by PT f , is given by PT f(t) = f(t) for t ≤ T and 0
otherwise. ‖PT u‖L∞ is denoted by ‖u‖L∞,T . The extended
space associated to L∞, denoted Le

∞, is composed with the
functions whose causal truncations belong to L∞. A real-
value function ϕ(r), defined from R+ into R+, belongs to
class K if it is defined, continuous and strictly increasing and
such that ϕ(0) = 0. A real-value function σ(t), defined from
R+ into R+, belongs to class L if it is defined, continuous
and strictly decreasing and such that limt→∞ σ(t) = 0. A
real-value function β(t, r), defined form R+ × R+ into R,
belongs to class KL if it is defined, continuous and if for
each fixed t belongs to class K and each fixed r it is a
monotone decreasing to zero as t increases. We consider
nonlinear systems y = Σt0(ξ) defined from W , an open (not
empty) set of Rn, into Le

∞, associated to:

Σt0





ẋ(t) = f(t, x(t))
y(t) = x(t)

x(t0) = ξ
(1)

where x(t) ∈ Rn. Σt0 is assumed well-defined from W
into Le

∞, that is, for any T ∈ [t0,∞) and any ξ ∈ W ,
the differential equation solution exists on [t0, T ].

Assumption 1.1: f and ∂f
∂x

are continuous functions of x

uniformly for almost every t ∈ [t0,∞) and are measurable
functions on [t0,∞) for every fixed value of x ∈ Rn.

II. LINEARIZATIONS, INTEGRAL RELATION AND THE
MEAN VALUE THEOREM IN NORM

A. Gâteaux derivative on Le
∞

Definition 2.1: [1, 34, 28] Let Σt0 be a causal operator,
defined from W into Le

∞ and let be ξ ∈ W . If, for any
T ∈ [t0,∞) and for any ν ∈ Rn, there exists a continuous
linear operator1 DΣt0G[ξ] from Rn into Le

∞ such that

lim
λ↓0

∥∥∥∥
Σt0(ξ + λν)− Σt0(ξ)

λ
−DΣt0G[ξ](ν)

∥∥∥∥
L∞,T

= 0

then DΣt0G[ξ] is the Gâteaux derivative (the linearization)
of Σt0 at ξ on Le

∞.

For (1), Definition 2.1 reduces to the usual linearization one.

Lemma 2.2: Let be Σt0 given by (1) with assumption 1.1.
Then, for any ξ ∈ W , the system has a Gâteaux derivative
that satisfies the following differential equations:

DΣt0G[ξ](ν)





˙̄x(t) = A(t)x̄(t)
ȳ(t) = x̄(t)

x̄(t0) = ν
(2)

with A(t) = ∂f
∂x

(t, x(t)) and x(t) the solution of (1) with
x(t0) = ξ.

B. Local vs Global: exact relation
Let Σt0 be a dynamical system from W into Le

∞. Let us
associate to ξ1 and ξ2 in U , a convex subset of W ,

Σt0(ξ2)−Σt0(ξ1) =
N∑

i=1

Σt0(ξ1 + iδξ)−Σt0(ξ1 +(i−1)δξ)

with δξ = (ξ2 − ξ1)/N and where N is an integer. If Σt0 is
Gâteaux differentiable on W then for a given T ∈ [t0,∞)
and a given N ∈ N large enough and for any t ∈ [t0, T ],

Σt0(ξ2)−Σt0(ξ1) ≈ 1
N

N−1∑

i=0

DΣt0G[ξ1 + iδξ](ξ2 − ξ1) (3)

since the Gâteaux derivative is a linear operator. The problem
is to ensure that the approximation has a sense when N
goes to infinity and that this sum converges to the expected
integral, a Bochner integral2 (since values are taken in a
functional space (see e.g. [22][Chap III] and [28]).

Theorem 2.3: Let Σt0 be a causal operator, defined from
W into Le

∞ and let U be a convex subset of W . If Σt0 has
a Gâteaux derivative on W then for any ξ1 and ξ2 ∈ U ,

PT (Σt0(ξ2)− Σt0(ξ1)) =

(B)
∫ 1

0

PT DΣt0G[ξ1 + α(ξ2 − ξ1)](ξ2 − ξ1)dα.

1For any fixed T ∈ [t0,∞), there exists a finite γT > 0 such that for
any ν ∈ R ‖DΣt0G[ξ](ν)‖L∞,T ≤ γT ‖ν‖.

2The Bochner integral of an abstract function (a vector value function)
fa defined from [a, b] ⊂ R to L∞ is denoted by (B)

R b
a f(α)dα.
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The main step of this theorem proof is proving the integral
existence, using the continuity of the integrated abstract
function (see [16] for detail).
C. The mean value theorem in norm
From Theorem 2.3, we deduce that for any T ∈ [t0,∞),

‖Σt0(ξ2)− Σt0(ξ1)‖L∞,T =∥∥∥∥(B)
∫ 1

0

DΣt0G[ξ1 + α(ξ2 − ξ1)](ξ2 − ξ1)dα

∥∥∥∥
L∞,T

and by the Bochner integral definition, that:

‖Σt0(ξ2)− Σt0(ξ1)‖L∞,T ≤
∫ 1

0

‖DΣt0G[ξ1 + α(ξ2 − ξ1)](ξ2 − ξ1)‖L∞,T dα.

This inequality actually corresponds to the “mean value in
norm” condition since one has ‖Σt0(ξ2)− Σt0(ξ1)‖L∞,T ≤
ηT ‖ξ2 − ξ1‖ where ηT is defined by:

ηT
∆= sup

α∈[0,1]

‖DΣt0G[ξ1 + α(ξ2 − ξ1)](ξ2 − ξ1)‖L∞,T

‖ξ2 − ξ1‖ (4)

that is, the greatest “L∞ gain” of linearizations of Σt0 for a
specific set of inputs. A deeper result can be in fact obtained.

Theorem 2.4 (Mean value Theorem in norm): Let Σt0 be
defined by (1), with a Gâteaux derivative at each point ξ
of W . Let ξ1, ξ2 ∈ W such that [ξ1, ξ2] ⊂ W , i.e. for any
λ ∈ [0, 1] λξ1 + (1− λ)ξ2 ∈ W . Then, for any T ∈ [t0,∞),
there exists ηT > 0 such that ‖Σt0(ξ1) − Σt0(ξ2)‖L∞,T ≤
η‖ξ1 − ξ2‖ if and only if for any ξ ∈ [ξ1, ξ2], one has
‖DΣt0G[ξ](ν)‖L∞,T ≤ η‖ν‖ for any ν ∈ [ξ1, ξ2].

For the operators defined on a convex subset of W , The-
orem 2.4 leads to Proposition 2.5, a central result for our
derivations.

Proposition 2.5: Let Σt0 be defined by (1), with a
Gâteaux derivative at each point ξ of W . Let U be a convex
and closed subset of W . Then, for any T ∈ [t0,∞), there
exists ηT > 0 such that for any ξ1, ξ2 ∈ U , ‖Σt0(ξ1) −
Σt0(ξ2)‖L∞,T ≤ ηT ‖ξ1 − ξ2‖ if and only if for any ξ ∈ U
and any ν ∈ Rn, one has ‖DΣt0G[ξ](ν)‖L∞,T ≤ ηT ‖ν‖.

All the previous results are established on Le
∞. It is

important to investigate under which conditions, they can
be extended on L∞. The following theorem, a well-known
result in the input-output approach [35, 6], is central.

Theorem 2.6: [35] Let Σt0 be a causal operator, defined
from W into Le

∞ and let η be a finite constant. Then for
any T ∈ [t0,∞) and any ξ1, ξ2 ∈ U , one has ‖Σt0(ξ1) −
Σt0(ξ2)‖L∞,T ≤ η‖ξ1 − ξ2‖ if and only if ‖Σt0(ξ1) −
Σt0(ξ2)‖L∞ ≤ η‖ξ1 − ξ2‖.

III. INCREMENTAL ASYMPTOTIC STABILITY AND
LINEARIZATION ASYMPTOTIC STABILITY

Definition 3.1: Let U be a subset of W . Σt0 is said to
be incrementally asymptotically Lyapunov stable on U if
there exists a class KL function βt0 such that ‖Σt0(ξ1) −
Σt0(ξ2)‖ ≤ βt0(t, ‖ξ1 − ξ2‖) for any t ≥ t0, any ξ1, ξ2 in

U . Σt0 is said to be incrementally exponentially Lyapunov
stable on U if there exists a > 0 and b > 0 such that
‖Σt0(ξ2)(t) − Σt0(ξ2)(t)‖ ≤ be−a(t−t0)‖ξ2 − ξ1‖ for any
t ≥ t0 and any ξ1, ξ2 ∈ U .

Definition 3.2: The linearizations of Σt0 are said to be
strongly asymptotically Lyapunov stable on U if there
exist a class L function σt0 and b > 0 such that
‖DΣt0G[ξ](ν)(t)‖ ≤ b‖ν‖σt0(t − t0) for any t ≥ t0, any
ξ ∈ U and any ν ∈ Rn. Σt0 are said to be strongly
exponentially stable on U if there exists a > 0 and b > 0
such that ‖DΣt0G[ξ](ν)(t)‖ ≤ be−a(t−t0)‖ν‖ for any t ≥ t0
and any ξ ∈ U .

Proposition 3.3: Let Σt0 be defined by (1), with a
Gâteaux derivative at each point ξ of W . Let U be a
convex and closed subset of W . Then Σt0 is incrementally
Lyapunov (resp. asymptotically Lyapunov) stable on U if
all the linearizations of Σt0 are strongly Lyapunov (resp.
asymptotically Lyapunov) stable on U .

Proof: If the Σt0 linearizations are strongly asymptoti-
cally Lyapunov stable then there exists a class L function σt0

and b > 0 such that ‖DΣt0G[ξ](ν)(t)‖ ≤ b‖ν‖σt0(t−t0) and
thus ‖σt0(t − t0)−1DΣt0G[ξ](ν)‖∞ ≤ b‖ν‖ for ξ ∈ U and
any ν ∈ Rn. Let be Σ̃t0(ξ)(t) = σ−1

t0 (t−t0)Σt0(ξ)(t). Since
Σt0 is Gâteaux differentiable on U , Σ̃t0 , as the composition
of a Fréchet differential function with a Gâteaux one, is
also Gâteaux differentiable on U with DΣ̃t0G

[ξ](ν)(t) =
σt0(t − t0)−1DΣt0G[ξ](ν)(t). The strong asymptotic Lya-
punov stability ensures that for any ξ ∈ U , any ν ∈ Rn,
‖DΣ̃t0G

[ξ]‖∞,T ≤ b‖ν‖. The mean value theorem thus
ensures that ‖Σ̃t0(ξ1)− Σ̃t0(ξ2)‖∞,T ≤ b‖ξ1− ξ2‖. We then
conclude that ‖Σt0(ξ1)−Σt0(ξ1)‖∞,T ≤ b‖ξ1 − ξ2‖σt0(t−
t0) for any ξ1, ξ2 ∈ U and any T ∈ [t0,∞).

A more interesting result is obtained for exponential stability.

Proposition 3.4: Let Σt0 be defined by (1) with a Gâteaux
derivative at each point ξ of W . Let U be a convex and closed
subset of W . Σt0 is incrementally exponentially stable on
U if and only if all the linearizations of Σt0 are strongly
exponentially stable on U .

The implication of the incremental exponential stability
of Σt0 on U by the strong exponential Lyapunov stability
of the linearizations is a direct consequence of the previous
proposition. The converse implication proof is deduced from
the following lemma (a corollary of the mean value theorem).

Lemma 3.5: Let Σt0 be defined by (1) with a Gâteaux
derivative at each point ξ of W . Let U be a convex and closed
subset of W . If there exist ϕ a C1 class K function and σ a
class L function such that for ξ1, ξ2 ∈ U , any t ∈ [t0,∞),
one has ‖Σt0(ξ1)(t)−Σt0(ξ2)(t)‖ ≤ ϕ(‖ξ1 − ξ2‖)σ(t− t0)
then for any ξ ∈ [ξ1, ξ2], one has ‖σ−1DΣ̃t0 [ξ](ν)‖∞,T ≤
ϕ′(0)‖ν‖ for any T ∈ [t0,∞) and any ν 6= 0.

The link between the incremental and the non incremental
Lyapunov stability on U is now revealed by an interesting
result, close to a recent one [2] derived with a completely
different proof. Indeed, Proposition 3.6 explains that the
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incremental exponential stability on U is equivalent to the
exponential stability of Σt0 on U at any ξ0 ∈ U .

Proposition 3.6: Let Σt0 be defined by (1) with a Gâteaux
derivative at each point ξ of W . Let U be a convex and closed
subset of W . The following properties are equivalent.
1. Σt0 is incrementally exponentially Lyapunov stable on U ;
2. Σt0 is exponentially Lyapunov stable on U at any ξ ∈ U ;
3. Σt0 is exponentially Lyapunov stable on U at a ξ ∈ U .

Proof: A. The implication between incremental ex-
ponential Lyapunov stability and the exponential Lyapunov
stability on U at any ξ ∈ U is a consequence of the definition.
B. If Σt0 is exponentially Lyapunov stable on U at ξ0 then
there exist a > 0, b > 0 such that for any ξ0p ∈ U , one
has ‖Σt0(ξ0p)− Σt0(ξ0)‖ ≤ be−a(t−t0)‖ξ0p − ξ0‖. We thus
deduce by the mean value theorem in norm and the convexity
of U that ‖DΣt0G[ξ](ν)(t)‖ ≤ be−a(t−t0)‖ν‖ for any ξ ∈ U
and thus the announced result.

At this point, we only consider non-uniform Lyapunov
stability. In the last part of this section, the extension of our
results to the uniform Lyapunov stability is discussed. Note
that, in the Lyapunov stability, uniformity can recover various
aspects (see e.g. [20][p. 172]). Since global or semi-global
stability properties is enlightened in this paper, we define:

Definition 3.7: Σt0 is said to be uniformly incrementally
asymptotically Lyapunov stable on U ⊂ W if there exists a
class KL function β such that ‖Σti(ξ1)−Σti(ξ2)‖ ≤ β(t−
ti, ‖ξ1 − ξ2‖) for any ti ≥ t0, any t ≥ ti, any ξ1, ξ2 in U .

Extending our results to the uniform case is straightforward
with a stronger assumption on the linearizations of Σt0 .
It is then an exercise to prove that the uniform strong
asymptotical stability of the linearizations of Σ on U implies
the uniform incremental asymptotical Lyapunov stability on
U . The uniform incremental exponential stability on U can
be proved to be equivalent to the uniform strong exponential
stability on U of the linearizations of Σt0 . Finally, in the same
way, Proposition 3.6 can be easily extended to the uniform
case. The equivalence between the uniform incremental ex-
ponential stability on U and the uniform exponential stability
on U for any initial condition in U is then obtained.

IV. CONNECTION WITH THE CONTRACTION APPROACH

We now reveal the link between the mean value theorem
approach and the one based on the analysis of the time
dependent distance between the two extreme curves. We first
recall the definition of the length of a curve in Rn and a
fundamental theorem concerning the length of a curve with
absolutely continuous components.

A. Background about the length of rectifiable curves
Let be c(α), a curve in Rn, defined by n functions ci,
defined from [0, 1] into R, c(α) ∆= (c1(α), · · · , cn(α)). The
length of the curve c(α) between its two extreme points
c(0) and c(1) is defined as the upper bound of σ(c, {αi}) =∑N

i=1 ‖c(αi−1)− c(αi)‖ for any sequences of finite number
of points {αi} belonging to [0, 1] and such that 0 = α0 ≤
α1 ≤ · · · ≤ αN = 1. If the upper bound is finite, its length

between c(0) and c(1), denoted by L, is then defined as this
upper bound. Tonelli’s Theorem 4.1 is fundamental [31].

Theorem 4.1: If all the components of c(α) are absolutely
continuous functions of α then

L =
∫ 1

0

√
dc1

dα

2

(α) + · · ·+ dcn

dα

2

(α)dα.

Let us now compared two trajectories associated respec-
tively to ξ1 ∈ U and ξ2 ∈ U . For any fixed t ∈ [t0,∞),
a curve ct(α) associated to Σt0 is defined by ct(α) =
Σt0(ξ1 + α(ξ2 − ξ1))(t). It is not difficult to prove that
for any fixed t ∈ [t0, T ], ct(α) is rectifiable and absolutely
continuous. We deduce by Theorem 4.1 that the length L(t)
of ct(α) between ct(0) and ct(1) is equal to

L(t) =
∫ 1

0

‖DΣt0G[ξ1 + α(ξ2 − ξ1)](ξ2 − ξ1)(t)‖dα.

Since, for almost every t ∈ [t0, T ] one has

‖DΣt0G[ξ1 + α(ξ2 − ξ1)](ξ2 − ξ1)(t)‖ ≤
‖DΣt0G[ξ1 + α(ξ2 − ξ1)](ξ2 − ξ1)‖L∞,T

we then deduce that for almost every t ∈ [t0, T ], one has:

L(t) ≤
∫ 1

0

‖DΣt0G[ξ1 + α(ξ2 − ξ1)](ξ2 − ξ1)‖L∞,T dα.

This previous inequality and the fact that the length of a
curve ct(α) is necessarily greater than the length of the
straight line between ct(0) and ct(1) allow to conclude that:

‖Σt0(ξ2)−Σt0(ξ2)‖L∞,T ≤ sup
t∈[t0,T ]

L(t) ≤ ηT ‖ξ2−ξ1‖ (5)

where ηT is given by (4).

We thus conclude that the length approach and the mean
value theorem approach are strongly related. We now inves-
tigate the relations between the section III results and the
length context ones. We specially focus our interest on the
results of [29] (and also [25, 21]) and more recently in the
contraction analysis [26, 27].

B. Time derivative of the length for asymptotic results
In the sequel, U is a convex and closed subset ofW . Actually,
if the linearizations are strongly exponentially stable on U
then there exists a > 0 and b > 0 such that for any t ≥ t0,
one has ‖DΣt0G[ξ](ν)(t)‖ ≤ be−a(t−t0)‖ν‖ and then for any
t ≥ t0, L(t) ≤ be−a(t−t0)‖ξ2 − ξ1‖. Inequality (5) allows to
deduce that ‖Σt0(ξ2)(t)−Σt0(ξ2)(t)‖ ≤ be−a(t−t0)‖ξ2−ξ1‖.
We then have an alternative proof to the implication of the
incremental exponential stability on U by the (strong) expo-
nential stability of linearizations on U , see Proposition 3.4.
It is crystal clear that the same arguments allow to deduce
the previous section results on the Lyapunov linearization
stability and the system one.

In order to deepen our understanding on the connection
between the mean value theorem and the length approach
results, we now investigate the obtained results when the
time derivative of the length is considered. Let us define:
x(t, α) ∆= Σt0(ξ1+α(ξ2−ξ1))(t) and x̄(t, α) ∆= DΣt0G[ξ1+

4739



α(ξ2− ξ1)](ξ2− ξ1)(t). If the Rn norm is the Euclidean one
then the time derivative of L is given by:

dL(t)
dt

=
d

dt

∫ 1

0

√
x̄T (t, α)x̄(t, α)dα.

By classical results on derivation of integrals, we have

dL(t)
dt

=
1
2

∫ 1

0

x̄T (t, α) ˙̄x(t, α) + ˙̄xT (t, α)x̄(t, α)√
x̄T (t, α)x̄(t, α)

dα

=
1
2

∫ 1

0

x̄T (t, α)[A(t, α) + AT (t, α)]x̄(t, α)√
x̄T (t, α)x̄(t, α)

dα

since by definition ˙̄x(t, α) = A(t, α)x̄(t, α) where A(t, α) =
∂f
∂x

(t, x(t, α)) (notation pointed out the dependence of A(t)
on α though x(t, α)). Since the matrix A(t, α)+A(t, α)T is
not generally sign definite, nothing can be concluded on the
evolution of L(t) with respect to time. This is a classical
problem since the asymptotic stability does not generally
implies that the norm of the system states is a decreasing time
function at each instant. This problem is classically bypassed
by introducing a “weighted” norm or more generally by the
definition of a Lyapunov function which is is now decreasing
at each instant and which is obviously strongly related to the
norm of system states. In the length context, such idea leads
to introduce suitable Riemann metrics or more generally
Finsler metrics, see [25, 29, 21] and also more recently [26].
A related condition is here considered since we assume that
there exist ε > 0, β1 > 0, β2 > 0 and a symmetric matrix
M(t, x) defined from [t0,∞)×Rn into Rn×n such that for
any ξ ∈ U , any t ∈ [t0,∞), with x(t) = Σt0(ξ)(t), one has:

(i) β2
1In ≤ M(t, x(t)) ≤ β2

2In

(ii) dM
dt

(t, x(t)) + M(t, x(t))∂f
∂x

(t, x(t)) + · · ·
+∂f

∂x

T

(t, x(t))M(t, x(t)) ≤ −εIn

The previous conditions ensure that the Σt0 linearizations are
strongly exponentially stable on U , i.e. for any ξ ∈ U . By
Proposition 3.4, Σ is thus incrementally exponentially stable
on U , i.e.,

‖Σt0(ξ2)(t)− Σt0(ξ2)(t)‖ ≤ β2β
−1
1 e

− ε

2β2
1
(t−t0)‖ξ2 − ξ1‖.

In order to obtain the uniform strong exponential stability
on U , it is necessary to assume that condition (ii) is now
satisfied uniformly by Σti for any ti ∈ [t0,∞).

Remark 4.2: In order to recast the contraction definition
in context of conditions (i) and (ii), it is then necessary to
define the set U in order to be compatible with M(t, x) and
with (ii), i.e. U is the set of initial conditions which is such
all the associated trajectories of Σt0 satisfied (ii).

In order to derive the length approach result, we define:

L̃(t) =
∫ 1

0

√
x̄(t, α)M(t, x(t, α))x̄(t, α)dα

which is, by the right hand side of condition (i), such that
L(t) ≤ β−1

1 L̃(t). We now compute the derivative of L̃(t):

dL̃

dt
(t) =

1
2

∫ 1

0

x̄(t, α)T Π(t, α)x̄(t, α)√
x̄T (t, α)M(t, x(t, α))x̄(t, α)

where Π(t, α) = dM
dt

(t, x(t, α)) + M(t, x(t, α))A(t, α) +
M(t, x(t, α))AT (t, α). From (ii) and (i), one deduces that

dL̃
dt

(t) ≤ − ε

2β2
1

∫ 1

0

x̄(t, α)T M(t, x)x̄(t, α)√
x̄T (t, α)M(t, x(t, α))x̄(t, α)

≤ − ε

2β2
1

L̃(t)

and thus L̃(t) ≤ e
− ε

2β2
1
(t−t0)

L̃(t0). In order to conclude,
L̃(t0) is evaluated as a function of the initial condition
increment, i.e. ‖ξ2 − ξ1‖. It is straightforward to prove
that for t = t0, one has L(t0) = ‖ξ2 − ξ1‖. Moreover,
by condition (i), M(t, x) has an upper bound and then
for any t ∈ [t0,∞), one has L̃(t) ≤ β2L(t0) and then
‖Σt0(ξ2)(t) − Σt0(ξ2)(t)‖ ≤ β2β

−1
1 e

− ε

2β2
1
(t−t0)‖ξ2 − ξ1‖

which corresponds exactly to the result already obtained
using condition (i) and (ii) and Proposition 3.4 (see above).
Let us finally note that the definition of new length under the
used of a metric “M(t, x)” allows to deduce stability result
if we are able to relate this new length to the norm associated
to Euclidean space. In the previous developments, it is clear
that such link is ensured by the both sides of inequality (i).

C. From uniform incremental exponential stability to the
contraction
In section III, a necessary and sufficient condition for the
incremental exponential Lyapunov stability on U was pre-
sented in term of exponential Lyapunov stability of Σt0

linearizations. In the previous subsection, we present a suffi-
cient condition involving the existence of a suitable matrix.
We now prove that the uniform incremental exponential
stability implies the existence of the suitable matrix M(t, x).
The conclusion is that previous subsection conditions (i)
and (ii) are, in fact, as the uniform strong exponential
stability, a necessary and sufficient condition for the uniform
incremental exponential stability on U . This point has already
been investigated in [27] where the authors point out that
exponential stability implies the existence of a suitable metric
where the considered system is contractive. To our best
understanding, the converse result proposed in [27] is only
local. We now present a converse result for the uniform
incremental exponential stability on U . For simplifying the
derivations, the function f(t, x) is now assumed at least a
C3 function of its first arguments; ∂f

∂x is assumed to have
an upper bound for the set of possible trajectories (or f is
uniformly Lipschitz continuous of its second argument on
Rn).

Theorem 4.3: Let Σt0 be defined by (1) with a Gâteaux
derivative at each point ξ of W . Let U be a convex and closed
subset of W . If Σt0 is uniformly incrementally exponentially
stable on U then there exists a symmetric matrix M(t, x)
such that for any ti ≥ t0, any ξ ∈ U and any t ≥ ti, with
x(t) = Σti(ξ)(t), one has:

(i) β2
1In ≤ M(t, x(t)) ≤ β2

2In

(ii) dM
dt

(t, x(t)) + M(t, x(t))∂f
∂x

(t, x(t)) + · · ·
+∂f

∂x

T

(t, x(t))M(t, x(t)) ≤ −εIn.

4740



To prove theorem 4.3, we first show that the uniform
incremental exponential stability guarantees the existence
of incremental Lyapunov function which satisfies suitable
“incremental” inequalities on U . To conclude the proof, it
then remains to prove that the theorem inequalities corre-
spond to the infinitesimal counterpart of these “incremental”
inequalities on U (see [17] for details).
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