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Abstract— This paper is concerned with the adaptive sliding-
mode control of a class of nonlinear systems in nonlinear
parametric-pure-feedback form with mismatched uncertainties.
Backstepping design procedure is applied, which leads to
a new adaptive sliding-mode control. Gaussian radial-basis-
function networks are used to approximate the unknown system
dynamics. A new growing scheme of the Gaussian networks is
proposed. The networks start with a loose structure in order
to reduce the computational effort. More nodes are added to
the networks progressively in order to improve the transient
behaviour. With ideal sliding mode, asymptotic stability is
reached. The performance of the control scheme is illustrated
by simulation studies.

I. INTRODUCTION

The sliding-mode control (SMC) methodology [1] is
widely accepted as a feasible robust control for dynamic
systems. As the behaviour of the systems with sliding mode
is defined by the synthesis of sliding surfaces, the systems
are insensitive to model uncertainties and disturbances. One
drawback of SMC is the requirement of the matching condi-
tion. As for deterministic robust control, SMC requires that
the uncertainties and disturbances can be lumped into the
input channel, so that they can be efficiently compensated by
the control input [2][3][4]. However, the matching condition
is a very strong assumption of the system structure. This
seriously clams the application of the SMC method.

The backstepping method [5][6][7] is a breakthrough for
adaptive nonlinear control. This provides a systematic pro-
cedure to construct a robust control Lyapunov function. The
method was firstly applied to the control of dynamic systems
in parametric-pure-feedback form (PPF) and in parametric-
strict-feedback form (PSF), where local stabilisation was
approached for the former and global stabilisation for the
latter. Efforts have been made in the last decade to extend the
backstepping method for control design of nonlinear dynamic
systems in more general forms. Seto et al. [8] proposed
backstepping control design for systems with a triangular
structure. Yao [9] solved the control problem of systems
in semi-strict feedback form where external disturbances
were taken into consideration. Ge et al. [10] investigated the
control of systems in the so-called triangular control form.
Liu et al. [11] studied the control of interconnected MIMO
systems using backstepping.
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It is natural to integrate the backstepping algorithm into
the design of SMC. This removes the requirement of the
matching condition, and the powerful SMC technique can
provide robustness of the adaptive systems. Two basic ideas
are known from literature: 1) A sliding surface as a linear
combination of the control errors is constructed at the
final step of the backstepping. A SMC term ensures the
convergence of the system states to the sliding surface, so
that the control errors also converge [12][13]. 2) Sliding
surfaces are constructed in each step of the backstepping,
so that the convergence of the system states is progressively
approached [14][15][16]. According to the latter method,
consider each system state as a virtual controller for its inte-
gration, construction of sliding surfaces and sliding control
term is required for every state variables.

To solve the control problem of systems not in linear-
in-parameter form, neural networks have been utilised for
approximation of the unknown dynamics. Knohl and Un-
behauen [17][18] extended the backstepping algorithm to
a wider class of systems in nonlinear parametric-strict-
feedback form (NPSF). Gong and Yao [19][20] proposed
neural-network based backstepping control for systems in
normal form and in semi-strict feedback form, respectively,
and applied these to the precision motion control of a linear
motor drive system. Further results in this aspect can also be
found in the work of Ge et al. [10][21]. Uniform ultimate
boundedness of the signals is assured by using a proper
updating law of the neural networks.

In this paper, adaptive SMC of systems in nonlinear
parametric-pure-feedback form (NPPF) is investigated. Back-
stepping design is utilised to remove the problem due to
mismatched uncertainties. A single sliding surface is con-
structed in the last step of backstepping. Compared with the
method proposed in [12] and [13], the stability analysis and
the control law are considerably simplified. Gaussian radial-
basis-function (GRBF) networks are applied to approximate
the nonlinear system dynamics, which can not be linearly
parameterised. The updating law of the networks is obtained
by the Lyapunov design. A new network growing scheme
proposed in [22] is used to reduce the computational effort.
The sliding control term is only required for the real control,
which serves for the compensation of the approximation
errors of the networks. With ideal sliding mode, asymptotic
stability is obtained. The paper is organised as follows: in
section II the problem statement is given. The backstep-
ping design of adaptive SMC is described in section III.
The stability analysis is naturally integrated into the design
procedure. In section IV the feasibility of the proposed
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control scheme is illustrated by simulation studies. A short
conclusion is given in the last section.

II. PROBLEM STATEMENT

The systems considered in this paper have the following
nonlinear parametric-pure-feedback form (NPPF):

ẋi = xi+1 + fi(x1, ...,xi+1,θ ), 1 ≤ i ≤ n−1,

ẋn = b(x)u + fn(x), (1)

where x = [x1, x2, ..., xn]
T is the vector of the system states.

f1, f2, ..., fn are unknown yet smooth scalar nonlinear func-
tions. θ presents the unknown parameters in the model. The
control objective is to track a desired trajectory xd with x1.
It is assumed that all of the systems states x1, x2, ..., xn

and the derivatives of the desired trajectory ẋd, ẍd, ...,x
(n)
d

are available for control design.
Using GRBF networks to approximate the unknown func-

tions, (1) can be rewritten as

ẋi = xi+1 +Wiφi(x1, ..., xi+1), 1 ≤ i ≤ n−1,

ẋn = b(x)u +Wnφn, (2)

For the the i-th GRBF network with mi basis functions, Wi =
[wi,1, ...,wi,mi ] is a row vector of the output weights, φi =
[φi,1, ...,φi,mi ]

T is a column vector of the output of the basis
functions with

φi, j = e
− 1

2σ2
i, j

∑i+1
k=1(xk−ξ k

i, j)
2

, 1 ≤ j ≤ mi, (3)

where σi, j is the width of the (i, j)-th basis function, ξ k
i, j is

the centre of the (i, j)-th basis function with respect to the
k-th input xk.

Using a network arranged on a regular lattice [23] at the
beginning, there exists an optimal output-weight vector W ∗

i
and a positive scalar ε0

i such that

fi = W ∗
i φi(x1, ..., xi+1)+ εi, |εi| ≤ ε0

i , (4)

where εi i = 1, ...,n is the approximation error of the i-th
GRBF network. Define Ŵi as the estimation of W ∗

i , and the
estimation error W̃i = W ∗

i −Ŵi, (4) becomes

fi = Ŵiφi +W̃iφi + εi, |εi| ≤ ε0
i . (5)

By increasing the amount of neurons in the network, the
upper bound of the approximation error ε0

i can be reduced
to be arbitrarily small.

Let W = [W1, ...,Wn], and Φi =

[0T
(1×∑i−1

j=1 mj)

... φT
i

... 0T
(1×∑n

j=i+1 mj)
]T , (2) is rewritten as

ẋi = xi+1 +WΦi(x1, ..., xi+1)+ εi, 1 ≤ i ≤ n−1,

ẋn = b(x)u +WΦn + εn. (6)

III. ADAPTIVE SLIDING MODE CONTROL

In this section the backstepping algorithm is applied
to design a new adaptive SMC, such that the restrictive
matching condition for classical SMC is removed. A sliding
surface which determines the error dynamics is constructed
in the final step of the backstepping. The control law is also
obtained in the final step.

A. Backstepping design procedure

1) Step 0: Define the tracking error

z1 = x1 − xd (7)

and positive constants c1, ...,cn, g1, ...,gn to be selected.
2) Step 1: The first derivative of the control error is

ż1 = ẋ1 − ẋd

= x2 + f1(x1,x2,θ )− ẋd. (8)

Treating x2 as a control signal for (8), the control law xd2

for x2 which stabilises z1 would be

x2d = −c1z1 − f1 + ẋd. (9)

Since f1 is unknown, a GRBF network is used for approxi-
mation, such that the actual value of x2 is

x2 = −c1z1 −ŴΦ1(x1,x2)+ ẋd. (10)

Define z2 as the difference between x2 and x2d as

z2 = x2 + c1z1 +ŴΦ1 − ẋd. (11)

Substituting (11) into (8), ż1 becomes

ż1 = −c1z1 + z2 +W̃Φ1 + ε1. (12)

Furthermore, let

α1(x1,x2,Ŵ1) = −c1z1 −ŴΦ1 = −c1z1 −Ŵ1Φ1, (13)

z2 is written as
z2 = x2 −α1 − ẋd. (14)

3) Step 2: The derivative of z2 is

ż2 = ẋ2 − α̇1 − ẍd

= x3 + f2 −
∂α1

∂x1
ẋ1 −

∂α1

∂x2
ẋ2 −

∂α1

∂Ŵ1

˙̂W T
1 − ẍd

= x3 +WΦ2 + ε2

−
∂α1

∂x1
(x2 +W1Φ1 + ε1)

−
∂α1

∂x2
(x3 +W2Φ2 + ε2)−

∂α1

∂Ŵ1

˙̂W T
1 − ẍd. (15)

By ignoring ∂α1
∂x1

ε1 and ∂α1
∂x2

ε2, (15) becomes

ż2 = x3 + ε2 − ẍd −
∂α1

∂Ŵ1

˙̂W T
1

+W (Φ2 −
2

∑
i=1

∂α1

∂xi
Φi)−

2

∑
i=1

∂α1

∂xi
xi+1. (16)

Let

α2 = −c2z2 − z1 +
∂α1

∂Ŵ1

˙̂W T
1

−Ŵ (Φ2 −
2

∑
i=1

∂α1

∂xi
Φi)+

2

∑
i=1

∂α1

∂xi
xi+1, (17)

the control law for x3 to stabilise ż2 would be

x3d = α2 + ẍd, (18)
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and the difference between x3 and its desired value x3d is

z3 = x3 + c2z2 + z1 −
∂α1

∂Ŵ1

˙̂W T
1 − ẍd

+Ŵ (Φ2 −
2

∑
i=1

∂α1

∂xi
Φi)−

2

∑
i=1

∂α1

∂xi
xi+1. (19)

Substituting (19) into (15), ż2 becomes

ż2 = −c2z2 + z3 − z1 + ε2 +W̃(Φ2 −
2

∑
i=1

∂α1

∂xi
Φi). (20)

4) Step i (1 ≤ i ≤ n−1): The derivative of zi is

żi = ẋi − α̇i−1 − x(i)
d

= xi+1 + εi − x(i)
d −

∂αi−1

∂Ŵi−1

˙̂W T
i−1

+W (Φi −
i

∑
j=1

∂αi−1

∂x j
Φ j)−

i

∑
j=1

∂αi−1

∂x j
x j+1.

(21)

Let

αi = −cizi − zi−1 −Ŵ(Φi −
i

∑
j=1

∂αi−1

∂x j
Φ j)

+
i

∑
j=1

∂αi−1

∂x j
x j+1 +

∂αi−1

∂Ŵi−1

˙̂W T
i−1, (22)

and define zi+1 as

zi+1 = xi+1 −αi − x(i)
d , (23)

(21) becomes

żi = −cizi + zi+1 − zi−1 + εi +W̃βi, (24)

with

βi = Φi −
i

∑
j=1

∂αi−1

∂x j
Φ j. (25)

5) Step n: Let zn be the difference between xn and its
desired value xnd, its derivative is

żn = b(x)u + εn − x(n)
d −

n−1

∑
i=1

∂αn−1

∂xi
xi+1

+W(Φn −
n

∑
i=1

∂αn−1

∂xi
Φi)+

∂αn−1

∂Ŵn−1

˙̂W T
n−1. (26)

Define the sliding surface as

s =
n−1

∑
i=1

gizi + zn, gi ≥ 0, (27)

let

u∗ =
n−1

∑
i=1

gi(−cizi + zi+1 − zi−1), (28)

and

usmc = −ρ
s
|s|

, ρ >
n−1

∑
i=1

giε0
i + ε0

n , (29)

the main result of this paper is presented in the following
theorem:

Theorem 1: For the dynamic system in nonlinear
parametric-pure-feedback form (1), the tracking error x1−xd

converges to zero asymptotically with the control

u =
1

b(x)
[x(n)

d +
n−1

∑
i=1

∂αn−1

∂xi
xi+1

−Ŵ (Φn −
n

∑
i=1

∂αn−1

∂xi
Φi)

−
∂αn−1

∂Ŵn−1

˙̂W T
n−1 −u∗+ usmc]. (30)

The stability analysis is presented in the next subsection.

B. Stability analysis

Substitute (30) into (26), żn becomes

żn = εn +W̃(Φn −
n

∑
i=1

∂αn−1

∂xi
Φi)−u∗+ usmc. (31)

Consider the Lyapunov function candidate

V =
1
2

s2 +
1
2

γ−1W̃W̃ T , γ > 0, (32)

the derivative of this function is

V̇ = s(
n−1

∑
i=1

giżi)+ sżn + γ−1W̃ ˙̃W T . (33)

Substitute (31) into (33) and let gn = 1, it follows that

V̇ = s[
n

∑
i=1

(giεi +W̃βi)+ usmc + γ−1W̃ ˙̃W T ] (34)

with

βn = Φn −
n

∑
i=1

∂αn−1

∂xi
Φi. (35)

Let the updating law of Ŵ be

˙̂W T = − ˙̃W T = γs
n

∑
i=1

βi, (36)

one has

V̇ = s[
n

∑
i=1

giεi + usmc]

= s
n

∑
i=1

giεi −ρ |s|

≤ |s|(
n

∑
i=1

giε0
i −ρ). (37)

Recall that ρ > ∑n
i=1 giε0

i , then it is true that

V̇ < 0 (38)

such that s and W̃ converge to zero asymptotically. According
to (27), zi also converges to zero for 1 ≤ i ≤ n. Specially, it
is true that x1 − xd → 0 as t → 0, viz. the tracking error
converges to zero asymptotically.

Remark 1: In the presented paper, the input function b(x)
is assumed to be known. For real control objectives, b(x)
is normally nonzero and bounded in order to fulfil the
controllability of the system, such that (30) is appropriate.
If b(x) is unknown, it can be also approximated by an
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additional network. In this case, some projection methods
are needed in order to avoid possible singularities in b(x).

Remark 2: Regarding the adaptive backstepping SMC in
[12] and [13], the Lyapunov function is defined as V =
1
2 ∑n−1

i=1 z2
i + 1

2 s2 + 1
2 γ−1θ̃ θ̃ T , where θ is the vector of un-

known parameters. With the control scheme proposed here,
the redundant term of zi already included in s is omitted,
such that both the stability analysis and the control law are
considerably simplified.

C. The growing Gaussian network

To reduce the computational effort, a growing scheme for
the GRBF networks proposed in [22] is applied. The GRBF
networks start with very few neurons. New neurons are
progressively added according to the novelty of the system
states. The idea of growing networks with several subgrids
[24] was adopted. The centres of the neurons are arranged
on regular lattices and the widths are determined by heuristic
methods. The adaptation of the networks is performed only
by the determination of the output weights. Therefore, the
problem of adaptation remains linear in the parameters. Then
one can expect a fast convergence of the adaptation. The
crossings of the subgrids provide only potential positions
for the new neurons. Here, a popular idea has been adopted,
where the neurons whose centres are included in a hyper-
sphere of the actual inputs will be activated. In practice, for
approximation of a nonlinear function defined on a compact
set, as shown in Figure 1 for a two-dimensional case, the
network starts with a very loose 2×2 base grid, where only
4 neurons are arranged on the edges. The arabian numbers
denote the grids. The hyperspheres in the two-dimensional
case are circles of different radii. Figure 1 also shows that for
the current system state ”∗” only those neurons from different
subgrids are activated which lie within the corresponding
hyperspheres.

It is very difficult to determine analytically a proper
amount of necessary neurons. A popular idea is to add new
neurons according to the tracking error [25]. This leads to
the problem that unnecessary neurons might be included.
When the initial condition of the system lies far from the
desired trajectory and the transient period is relatively long,
one would get a very large network. Though the network size
can be reduced by including a pruning strategy [24] [26] to
delete superfluous neurons, the computational effort might
be intermittently very large.

In this paper, a time-varying measure of the reasonable
error bound is defined as

E(t) =

{
η1e−η2t for |s| > z0

1
z0

1 for |s| ≤ z0
1

, (39)

where z0
1 is the required tracking accuracy for x1 − xd, η1

and η2 are design parameters to be chosen. E(t) seeks to
represent the available tracking accuracy during the transient
period. This is based on the requirement that the tracking
error should converge faster than some exponential function.
New neurons are only inserted into the network when the
sliding variable s(t) is larger than the current error bound
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Fig. 1. Phase-plane portrait with an example of active neurons at the
current system state for a lattice with three subgrids

E(t). For the design, the factor η1 can be chosen as |s(0)|.
The exponent η2 decides about the amount of neurons added
to the network.

The introduction of new, denser ”higher-order” subgrids
has to satisfy the condition that the tracking error is larger
than the current error bound E(t). Furthermore, the time
period between adding of subgrids must be long enough.
In [24], 11 subgrids were used to control a SISO system.
In this paper, much less subgrids are required. This is due
to the use of a SMC term for the compensation of the
approximation error. The neurons of ”lower-order” subgrids,
especially those of the base grid, can be treated as ”global”
approximators, which try to provide general information
about the unknown function on the entire compact set. The
neurons of the ”higher-order” subgrids can then be treated
as local approximators, which provide more details about the
unknown function in a certain region.

IV. SIMULATION RESULTS

A Van der Pol system [21] is considered in the simulation:

ẋ1 = x2,

ẋ2 = (1− x2
1)x2 − x1 +(1 + x2

1 + x2
2)u, (40)

with x1(0) = 0.5, x2(0) = 0. The control objective is to track
a desired trajectory xd with x1. (40) is a simple example of
the NPPF in (1). A GRBF network is used to approximate
the nonlinear term (1− x2

1)x2 − x1. The GRBF network has
one base grid with 4 neurons and 2 subgrids with a maximum
of 9 and 25 hidden neurons, respectively. The widths σi

of the corresponding Gaussian functions of the different
grids are π , π/2 and π/4, respectively. The hyperspheres
have a radius of 0.5 and 0.25 for the second and the third
subgrid, respectively. To avoid infinite-frequency switching
of the control torques, a boundary layer with ψ = 0.02 is
introduced so that when |s|< ψ the control usmc = −(1/ψ)s
is used. Other parameters used in the simulation studies are
the error bound z0

1 = 0.02, η1 = 0.5, η2 = 1.5, the adaptation
rate γ−1 = 5 and the switching gain ρ = 0.5. The latter is
quite conservative according to the approximation error of
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the GRBF network, yet much lower than the switching gain
required for a classical SMC.

During the simulation, g1 and c1 are both set to 1. The
desired and actual trajectories are illustrated in Fig.2. It is
shown that x1 converges to xd(t) = sin(t) very quickly. 16
neurons are activated finally, the nonlinearity (1−x2

1)x2 −x1

and its approximation with the GRBF network are shown in
Fig. 3. After a short transient period with oscillations, the
GRBF network can follow the unknown nonlinearity, and
after about 15 seconds, the approximation is very close to the
real uncertainty. The tracking errors z1 and z2 and the control
signal u(t) are presented in Fig. 4 and Fig. 5, respectively.

Remark 3: The controller requires no information about
the nonlinearities in fi. In the second simulation example,
a disturbance term sin(2t)x3

2 is added to ẋ2 when t > 10s.
Fig. 7 shows that the GRBF network has no difficulty
to approximate the nonlinearity with the disturbance. The
tracking error converges to zero as well. According to [17],
however, a classical backstepping controller will probably
fail dealing with disturbances.

Remark 4: As gi, i = 1, ...,n−1 define the sliding surface,
ci, i = 1, ...,n−1 provide more freedom for determining the
desired error dynamics. For the system (40), tracking errors
of x1 with g1 taken as 1 and 3 are shown in Fig. 8.

V. CONCLUSIONS

In this paper an adaptive sliding-mode control scheme
was proposed. With the application of the backstepping
design procedure, the requirement on the matching condition
for classical sliding-mode control was removed. Gaussian
radial-basis-function networks were used to approximate the
unknown system dynamics. A new growing scheme of the
Gaussian networks proposed recently was applied in order
to reduce the computational effort. The stability analysis and
the control law are simple. The controller shows very good
performance with a relatively small scale of the networks.
The control system is robust to unknown nonlinearities and
disturbances.
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Fig. 3. The nonlinearity and the approximation
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Fig. 7. The GRBF network can follow the disturbance
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