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Abstract— This paper proposes a novel approach of reliability
modeling for Fault Tolerant Control Systems (FTCS). By in-
troducing the reliability function of FTCS based on the control
performance and hard deadline, a semi-Markov process model
is proposed to describe the system operation for reliability
evaluation. The degraded performance of FTCS in the presence
of imperfect Fault Detection & Isolation (FDI) is reflected by
the states of the semi-Markov process. The semi-Markov kernel,
the key parameter of the process, is determined by four prob-
abilistic parameters from the Markovian model of FTCS. The
reliability function, computed from the transition probability of
the semi-Markov process, gives a suitable quantitative measure
of the overall performance because it incorporates the control
objectives, performance degradation, hard deadline and effects
of imperfect FDI.

I. INTRODUCTION

In order to improve the reliability of control systems,
major progress have been made in Fault Tolerant Control
Systems (FTCS) [1], [2], [3]. FTCS usually employ the Fault
Detection and Isolation (FDI) scheme and the reconfigurable
controller to eliminate the effects of the component faults,
also known as active FTCS [4], [5]. But the imperfect FDI
due to modeling uncertainties and disturbances may corrupt
the overall stability and performance, which is one of the
most important characteristics of FTCS.

Earlier work on the analysis and design of FTCS with
the imperfect FDI exists in literature. In [6], Mariton studied
the effects of FDI delays on stability by modeling FTCS
as Markovian stochastic systems; by using two Markov
process to represent the faults and FDI results, Srichander
et al. developed the necessary and sufficient conditions for
exponential stability in the mean square [7]; Mahmoud et
al. derived the stability of FTCS in the presence of noise in
[8] and summarized their results on the analysis and design
of FTCS based on Markovian model in [9]. Although the
Markovian modeling of FDI may be restrictive, the influence
of imperfect FDI is treated in Markovian model. Further-
more, the simplicity of Markov process and the availability
of analysis tools make it a valid model for FTCS. In this
paper, we use this Markovian model to study the reliability
evaluation problem of active FTCS.

Reliability is an important concern in FTCS and has been
investigated using various methods. An ongoing research
contribution is due to Wu [3], [13], [14], [15], [16]. In
her latest results, the reliability is evaluated from a Markov
process model built from the serial-parallel block diagram
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which describes the functional relations among subsystems
and components. Coverage of failures is used as a link
between the reliability and the control actions. A similar
system configuration was deployed in [17] where reliability
was evaluated from serial-parallel structures and optimization
was conducted to find the best structure based on reliability
and cost. However, this framework is restricted to those
FTCS that can be described by serial-parallel block diagram.

Other methods are based on Markov or semi-Markov
reliability modeling. In [18], a semi-Markov model was built
by defining the semi-Markov states as the combinations
of status of faults and FDI schemes without considering
any dynamical relations and control objectives. In [19],
[20], the reliability evaluations from the Markov modeling
of FDI were used to determine the residue threshold of
FDI and to compare several sensor fault detection schemes
respectively. In [21], a similar discrete-time Markov model
was established for a redundant navigator. However, in these
Markov or semi-Markov models, the state is simply defined
as a combination of the fault modes and FDI results, in which
the role of control was not considered. Hence, a link between
the reliability and the overall control performance of FTCS
is missing.

Different from these available results, this paper proposes
a semi-Markov reliability model which is built from the dy-
namical model and incorporates the following characteristics
of FTCS.
• Control objectives. In control systems, the overall system

performance is usually described in the sense of control
objectives. We say that the control system performs its
function well if it satisfies the given control objectives.
Hence, the reliability analysis of control systems in general
should take control objectives into account.
• Performance degradation. Fault tolerant control deals

with the system under various faulty conditions. In this case,
it should allow certain degree of performance degradation.
The degraded control objectives are usually applied based
on current available system resources. The reliability model
should consider such degraded performance requirements.
• Hard deadline in FTCS. Controller reconfiguration may

temporally deteriorate the control performance then recover
the degraded performance, which should be distinguished
from a failure. Therefore, the amount of violation time should
be examined to determine the system failure. For this reason,
the hard deadline concept proposed in the analysis of real-
time systems [22], [23] is used to define the reliability of
FTCS.
• Effects of imperfect FDI. False alarms and missing

detections may corrupt control performance in FTCS and
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their crucial influence need to be described in the reliability
evaluation. The remainder of this paper is organized as
follows. In section 2, the model of FTCS and a description
of the reliability evaluation problem is discussed. The semi-
Markov reliability process model is presented in section 3.
An example is given in section 4 to illustrate the modelling
procedure followed by the conclusions in section 5.

II. PROBLEM FORMULATION

A. Modeling of FTCS

Consider the following general Markovian model of FTCS
[9], [7],

M :

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ẋ(t) = [A(ζ(t)) + ∆A(ζ(t))]x(t) + [B(ζ(t))
+∆B(ζ(t))]u(η(t), t) + E(ζ(t))w(t),

y(t) = [C(ζ(t)) + ∆C(ζ(t))]x(t) + [D(ζ(t))
+∆D(ζ(t))]u(η(t), t) + F (ζ(t))w(t),

(1)
where, x(t) ∈ R

n, u(η(t), t) ∈ R
m, y(t) ∈

R
l and w(t) ∈ R

h denote the system state, con-
trol input, output and exogenous input respectively.
A(ζ(t)), B(ζ(t)), C(ζ(t)), D(ζ(t)), E(ζ(t)) and F (ζ(t)) are
system matrices with compatible dimensions. ∆A(ζ(t)),
∆B(ζ(t)), ∆C(ζ(t)) and ∆D(ζ(t)) are uncertainty matrices
which are assumed to be bounded and have known proba-
bilistic distributions.

ζ(t) and η(t) are assumed to be two separate continuous-
time Markov processes to represent the system fault
process and FDI process with finite state spaces S1 =
{0, 1, 2, · · · , N1} and S2 = {0, 1, 2, · · · , N2}. ζ(t) is a
homogeneous process while the transition rates of η(t)
depend on the current state of ζ(t).

Let us begin with the case that the state spaces of ζ(t)
and η(t) are equal and both take values from {0, 1}, where
‘0’ denotes fault-free situation and ‘1’ the faulty state. This
type of FTCS is referred to as the basic case of FTCS in
the sequel. The behavior of ζ(t) is governed by its generator
matrix G [24], [25]; when ζ(t) = 0 or 1, the behavior of η(t)
is determined by the corresponding generator matrix H0 or
H1. ζ(t) and η(t) may take different values from each other
and this discrepancy represents the incorrect decision of FDI;
the imperfect properties of FDI are described by H0 and
H1 [26]. The generator matrices of the basic case have the
following form:

G =
[
α00 α01

0 0

]
, H0 =

[
β0

00 β0
01

β0
10 β0

11

]
, H1 =

[
β1

00 β1
01

β1
10 β1

11

]
,

where αij and βk
ij are the transitions rates of ζ(t) and η(t).

Note that the transition rates in the second row of G are
assumed to be zeros, meaning that no repair or intermediate
fault is involved and our attention is focused on the role of
fault tolerant control to improve reliability.

Considering the modeling uncertainties, the control perfor-
mance of the system in (1) is given in terms of probabilistic
robustness analysis, which assumes a probability distribution
of the parameter uncertainties and evaluate the probability

that a specific performance is satisfied by randomized algo-
rithms [27]. This probabilistic robustness avoids the possible
conservativeness of classical robustness and has clear mean-
ing in practice where the required performance objectives are
always associated with certain minimum probability levels
[28]. In the sequel, we call this description as probabilistic
performance and apply the randomized algorithm given in
[29] to estimate it.

B. Problem description

The problem considered in this paper is to find an appro-
priate reliability criterion as an overall performance measure
for FTCS in (1). To consider the characteristics of FTCS, we
introduce the following reliability function for FTCS.

Definition 1: The reliability function R(t) of FTCS is
defined as the probability that, during the time interval [0, t],
the FTCS either satisfy the presumed control objective or
violate it only temporally for a short time no more than the
presumed hard deadline, Thd.

Remark 1: Suppose the scalar function µ(·) represents a
static performance measure of linear control systems and
smaller value indicates better performance. By static, we
mean µ(·) only depends on the closed-loop system model,
such as the system norm. For FTCS in (1), the performance
value at t, denoted by J(t), is calculated based on the linear
model M(ζ(t), η(t)).

J(t) � µ(M(ζ(t), η(t)). (2)

Set a performance upper bound J i
max for ζ(t) = i. If J(t) ≤

J i
max, the control objective is said to be satisfied.
Remark 2: Performance degradation is described by the

different performance bounds under various fault modes. For
example, if ζ(t) = 0 denotes the normal case and ζ(t) = 1
the faulty case, we usually have the relation that J0

max < J1
max.

Remark 3: Due to imperfect FDI results, the performance
value J(t) may exceed J i

max only temporally for a short time.
We assume that, if this time is greater than a particular limit
Thd, the system is generally unable to return to the functional
state. In this sense, Thd is called the hard deadline in FTCS.

To recap, the reliability function given in Definition 1
is introduced to analyze the performance of FTCS which
reflects the control performance, performance degradation,
hard deadline and effects of imperfect FDI. The remainder
of this paper focuses on finding an approach to evaluate the
reliability function for FTCS in (1). We use the semi-Markov
process to describe the system for reliability evaluation due
to its flexibility of sojourn time distribution [12], [24], [30].

III. A SEMI-MARKOV PROCESS MODEL OF FTCS FOR

RELIABILITY EVALUATION

A. State definitions of the semi-Markov process

For the basic case of FTCS, a semi-Markov process,
denoted as X(t), for reliability evaluation is presented. The
state transition diagram is given in Fig. 1.

The state space of the semi-Markov process contains 5
elements, denoted by Sr = {(0, N), (0, F), (1, N), (1, F), F}.
‘F’ represents the unique nonfunctional state, the total failure
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Fig. 1. State transition diagram of the semi-Markov process.

of the system that cannot return to functional state without
human intervention. The functional state is represented by a
pair with a number and a letter in the bracket: the number
represents the fault mode, 0 or 1 in the basic cases; letter ‘N’
indicates satisfactory performance and ‘F’ unsatisfactory per-
formance but within the hard deadline. The exact definitions
of these states are given in (3)-(4) as follows.

For i ∈ S1,

(i, N) : {ζ(t) = i} ∩ {J(t) ≤ J i
max}, (3)

(i, F) : {ζ(t) = i}∩{J(t) > J i
max}∩{sojourn time ≤ Thd)}.

(4)
Here, for one particular fault mode i, two states (i, N)
and (i, F), associated with different performance levels, are
defined to account for the effects of the imperfect FDI and
the hard deadline.

The definitions of these states reflect different performance
levels with different fault modes, which demonstrates the
performance degradation in FTCS. Different regions of per-
formance grades in FTCS are illustrated in Fig. 2, where the
inner circle and square represent the regions of functional
states.

Required performance  
in fault-free case: (0, N). 

Unacceptable performance: F. 

Transients and degraded performance: 
(0, F), (1, N), (1, F). 

Fig. 2. Regions of performance grades.

For notational simplicity, the indices, #1 ∼ #5, are used
to denote the states, e.g., X(t) = 1 is equivalent to X(t) =
(0, N).

B. Probabilistic parameters

In this subsection, several probabilistic terms are defined
to be used in the semi-Markov reliability model.

Definition 2: For a particular fault mode and FDI mode,
the probability that the system is functional is defined by

γij � Pr{J(t) ≤ J i
max|ζ(t) = i, η(t) = j}, i ∈ S1, j ∈ S2.

γij is the probabilistic performance when the fault mode
is i and FDI mode is j. This value can be estimated by
randomized algorithm given in [29].

Definition 3: For a particular fault mode, the stationary
distribution of the FDI mode is defined by

πi
j � lim

t→∞ Pr{η(t) = j|ζ(t) = i}, i ∈ S1, j ∈ S2.

πi
j can be calculated based on the generator matrix of η(t)

when ζ(t) = i [24], [25].
Definition 4: Given X(t) = (i, N), i ∈ S1, the proba-

bility that the FDI process equals a specific mode is defined
by

wi
j � lim

t→∞ Pr{η(t) = j|X(t) = (i, N)}, i ∈ S1, j ∈ S2.

wi
j can be calculated based on the Bayes’ formula as shown

in the example of w0
0 below. If γ00 and γ01 are not equal to

zero simultaneously, then

w0
0 = lim

t→∞ Pr{η(t) = 0|X(t) = (0, N)}

= lim
t→∞ Pr{η(t) = 0|ζ(t) = 0 ∩ J(t) ≤ J0

max}

=
γ00π

0
0

γ00π0
0 + γ01π0

1

. (5)

The details of the derivation are given in (6) on the next
page. In case that γ00 = γ01 = 0, define w00 = π0

0 . The
procedures of calculating wi

j are similar for other values of
i and j.

Definition 5: Given X(t) = (i, F ), i ∈ S1, the proba-
bility that the FDI process equals a specific mode is defined
by

vi
j � lim

t→∞ Pr{η(t) = j|X(t) = (i, F )}, i ∈ S1, j ∈ S2.

vi
j can be calculated in the similar way.

C. Calculation of the semi-Markov kernel

For the semi-Markov process X(t), denote the associated
Markov-renewal process as (Yn, Tn, n ∈ N). The so-called
embedded Markov chain, Yn, is the state sequence that X(t)
visits consecutively and Tn is the time instant of transition.
The semi-Markov kernel matrix of X(t) is denoted as Q and
its element as Q(i, j, t), i, j ∈ Sr, t ∈ R, t ≥ 0.

Q(i, j, t) � Pr{Yn+1 = j, Tn+1 − Tn ≤ t|Yn = i},
which gives the probability that X(t) starts from i and
jumps to j with sojourn time Tn+1 − Tn no greater than t.
For details of the Markov-renewal process and semi-Markov
kernel, please refer to [24].

Due to the previous assumption on the static performance
measure and time-invariance of modeling uncertainty, the
state transition of X(t) is only triggered by the change of
mode of ζ(t) or η(t). It assures that only the events of faults,
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w0
0 = lim

t→∞
Pr{J(t) ≤ J0

max|η(t) = 0 ∩ ζ(t) = 0}Pr{η(t) = 0 ∩ ζ(t) = 0}∑
k∈S2

Pr{J(t) ≤ J0
max|η(t) = k ∩ ζ(t) = 0}Pr{η(t) = k ∩ ζ(t) = 0}

=
Pr{J(t) ≤ J0

max|η(t) = 0 ∩ ζ(t) = 0} limt→∞ Pr{η(t) = 0|ζ(t) = 0}∑
k∈S2

Pr{J(t) ≤ J0
max|η(t) = k ∩ ζ(t) = 0} limt→∞ Pr{η(t) = k|ζ(t) = 0} (6)

the FDI decision and controller reconfiguration have major
influence on the system performance of FTCS, which may
lead to the transition to itself or to a different state if there
is abrupt change of performance.

When the initial state is (i, N), the main steps of calculat-
ing the element of the semi-Markov kernel are similar. They
are listed as follows for the case of X(t) = (0, N).

1) Estimate the FDI mode η(t) before the transition using
wi

j or vi
j based on the current semi-Markov state.

2) Both ζ(t) and η(t) may jump to a new mode. The first
process that jumps determines the possible transitional
destination states. For example, if the current state is
(0, N) and ζ(t) jumps before η(t), the destination state
is (1, N) or (1, F); otherwise, η(t) jumps first and the
destination state is (0, F) or (0, N). This competition
between ζ(t) and η(t) determines the destination states
and the probability of different competition result is
calculated from a property of exponential distribution.

3) Use γij to calculate the probability that the performance
value is less or greater than the bound at the destination
states.

4) Based on the total probability formula, calculate the
jumping probability from i to j, i.e., the element
Q(i, j, t) of the semi-Markov kernel.

Consider Q(1, 2, t) as an example for the case that X(t)
starts from state (0, N) and jumps to (0, F) with sojourn time
no greater than t. This jump is triggered by the false alarms
of η(t), which jumps before ζ(t), and the probability can
be decomposed into two terms as shown in the following
equation. The first term is for the case of η(Tn) = 0 and
the second for η(Tn) = 1. For notational simplicity, denote
ζn := ζ(Tn), ηn := η(Tn) and Jn+1 := J(Tn+1).

Q(1, 2, t) � Q((0, N), (0, F), t)

= Pr{Yn+1 = (0, F) ∩ Tn+1 − Tn ≤ t|Yn = (0, N)}
= Pr{Yn+1 = (0, F)∩ηn+1 = 1∩Tn+1−Tn ≤ t|Yn = (0, N)

∩ηn = 0} · Pr{ηn = 0|Yn = (0, N)} + Pr{Yn+1 = (0, F)∩
ηn+1 = 0 ∩ Tn+1 − Tn ≤ t|Yn = (0, N) ∩ ηn = 1} (7)

·Pr{ηn = 1|Yn = (0, N)}. (8)

These two terms are in the same form hence the first one,
denoted as q1, is taken as an example to show the derivation.
Replace (0, F) by its definition in (4), we have

q1 � Pr{Yn+1 = (0, F) ∩ ηn+1 = 1 ∩ Tn+1 − Tn ≤ t

|Yn = (0, N) ∩ ηn = 0} · Pr{ηn = 0|Yn = (0, N)}

= Pr{Jn+1 > J0
max ∩ ζn+1 = 0∩ ηn+1 = 1∩ Tn+1 − Tn ≤ t

|Yn = (0, N) ∩ ηn = 0} · Pr{ηn = 0|Yn = (0, N)}. (9)

Then, use the conditional probability to decompose q1 into
three terms.

q1 = Pr{Jn+1 > J0
max|ζn+1 = 0∩ηn+1 = 1∩Tn+1−Tn ≤ t

∩Yn = (0, N)∩ηn = 0}·Pr{ζn+1 = 0∩ηn+1 = 1∩Tn+1−Tn

≤ t|Yn = (0, N) ∩ ηn = 0} · Pr{ηn = 0|Yn = (0, N)}. (10)

Considering that Jn+1 = µ(M(ζn+1, ηn+1)) does not de-
pend on Tn+1 − Tn ≤ t, Yn or ηn, (10) is simplified as
follows.
q1 = Pr{Jn+1 > J0

max|ζn+1 = 0 ∩ ηn+1 = 1}
·Pr{ζn+1 = 0∩ηn+1 = 1∩Tn+1−Tn ≤ t|ζn = 0∩ηn = 0}
·Pr{ηn = 0|Yn = (0, N)}. (11)

Now, q1 is decomposed into three terms and each of them
can be calculated by the probabilistic parameters introduced
in section III-B. Firstly the last term is approximated by w0

0 ,
a stationary probability.

Pr{ηn = 0|Yn = (0, N)} ≈ w0
0 . (12)

Secondly, γ01 is used to approximate the first term.

Pr{Jn+1 > J0
max|ζn+1 = 0 ∩ ηn+1 = 1} ≈ 1 − γ01. (13)

The second term in the right hand side of (11) shows the
competition between ζ(t) and η(t). Due to the property of
exponential distribution [25], we have

Pr{ζn+1 = 0∩ ηn+1 = 1∩Tn+1 −Tn ≤ t|ζn = 0∩ ηn = 0}

=
β0

01

α01 + β0
01

(1 − e−(α01+β0
01)t). (14)

Combining all these terms in (12)-(14), we obtain the ex-
pression of q1. The other term in (8) can be calculated by
the same procedure and the final expression of Q(1, 2, t) is
given below.

Q(1, 2, t) = w0
0

β0
01

α01 + β0
01

(1 − e−(α01+β0
01)t)(1 − γ01)

+w0
1

β0
10

α01 + β0
10

(1−e−(α01+β0
10)t)(1−γ00). (15)

When X(t) = (0, F), if the sojourn time is less than the hard
deadline Thd, the next possible states are (0, N), (0, F), (1,
N) and (1, F); otherwise, it jumps to F. The calculation of
Q(2, 1, t) is similar as that of Q(1, 2, t) except for the effect
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of hard deadline, which can be described by a minimum
between t and Thd, denoted as min(t, Thd).

Q(2, 1, t) = v0
0

β0
01

α01 + β0
01

(1 − e−(α01+β0
01) min(t,Thd))γ01

+v0
1

β0
10

α01 + β0
10

(1−e−(α01+β0
10)min(t,Thd))γ00. (16)

Q(2, 5, t) is the probability that X(t) jumps from (0, F)
to F within sojourn time no greater than t. Due to the
hard deadline Thd, Q(2, 5, t) is zero when t ≤ Thd and the
value when t > Thd is complementary to the probability of
jumping to other states. This characteristic is described by
the following step function.

U(t − Thd) =

{
0, t ≤ Thd,

1, t > Thd.

Q(2, 5, t) =

U(t−Thd)(1−v0
0(1−e−(α01+β0

01)Thd)−v0
1(1−e−(α01+β0

10)Thd)).

We simply assign the elements in the 5th row of Q to zeros
as F is assumed to be absorbing.

Remark 4: In the derivation of Q(1, 2, t), the key step is
to decompose it by the total probability and conditional prob-
ability formula into probabilities that can be approximated
or calculated by the probabilistic parameters.

Remark 5: When X(t) jumps from (0, F), the effects of
hard deadline Thd are described by min(t, Thd) and U(t−Thd).
When t ≤ Thd, the calculation procedures are the same as
those when X(t) jumps from (0, N); when t > Thd, X(t)
transits to the absorbing state F.

Remark 6: Once the semi-Markov kernel is determined,
the reliability function and other criteria, such as Mean Time
To Failure (MTTF), are ready to be calculated [30].

Remark 7: The above procedures can be extended to the
system with multiple fault modes. The procedures remain the
same though the dimension of the semi-Markov model and
the calculation burden increase. The details are omitted for
brevity.

IV. AN ILLUSTRATIVE EXAMPLE

Consider a system in the form of (1) and S1 = S2 =
{0, 1}. Using the subscripts ‘0’ or ‘1’ to denote the para-
meters under the corresponding fault mode ‘0’ or ‘1’, the
nonzero system parameters are given below.

A0 =
[
8 6
9 4

]
, A1 =

[
10 13
14 18

]
,

B0 =
[
4 7
5 6

]
, B1 =

[
10 12
25 15

]
,

E0 = [5 2]T , E1 = [16 10]T , C0 = [3 8], C1 = [10 20].

The generator matrices of for fault process ζ(t) and FDI
process η(t) are:

G =
[−0.5 0.5

0 0

]
,

H0 =
[−0.0204 0.0204

3.9039 −3.9039

]
, H1 =

[−2.9925 2.9925
0.0515 −0.0515

]
.

The static state feedback controller for the FDI mode ‘0’ and
‘1’ are:

K0 =
[

56.2152 −20.7314
−88.8067 −15.2863

]
,

K1 =
[

49.2438 −29.1472;
−137.3958 −6.3796

]
.

Here we use H∞ norm as the performance measure and the
performance evaluation function with the thresholds for the
two fault modes is defined as follows:

J(t) =

{
1, internally unstable at t,
‖Gyw(ζ(t),η(t),s)‖∞

1+‖Gyw(ζ(t),η(t),s)‖∞
, internally stable at t,

J0
max = 0.1, J1

max = 0.2,

where Gyw(ζ(t), η(t), s) is the transfer function from w to
y at time t corresponding to the current fault mode ζ(t) and
FDI mode η(t). By the assumption of known distributions
of uncertainties and the randomized algorithm in [29] , we
have

γ �
[
γ00 γ01

γ10 γ11

]
=

[
1 0
0 1

]
.

The simple form of γ means that when FDI result matches
the real fault mode, the controller has good robust perfor-
mance; when they do not match, the performance require-
ment is not satisfied.

Based on H0 and H1, we have

π0
0 = 0.9948, π0

1 = 0.0052, π1
0 = 0.0169, π1

1 = 0.9831.

By the method in section III-B , we obtain the values of wi
j

and vi
j , i, j ∈ {0, 1}, as follows. Due to the special structure

of γ, w and v also have simple forms.

w �
[
w0

0 w0
1

w1
0 w1

1

]
=

[
1 0
0 1

]
, v �

[
v0
0 v0

1

v1
0 v1

1

]
=

[
0 1
1 0

]
.

The hard deadline Thd is arbitrarily set as 1 second. The
semi-Markov kernel is obtained by following the procedure
in section III-C. Then, use the methods in [30] to calculate
its transition probability and reliability function.

Suppose the initial state of the system is (0, N), the
transition probability is given in Fig. 3. From this figure,
we can see that when the process is at state No. 1 initially,
it jumps to state No. 2 with high probability; the probability
that the process stays at state No. 1 decreases mononically
due to the assumption of no repair; the probability that the
process jumps to state No. 2 quickly reaches its peak value
then gradually decreases to 0 because the process jumps to F
when sojourn time in (0, F) is greater than the hard deadline;
the probability that the process jumps to state No. 5, the
total failure state, remains at 0 within the first second then
increases mononically, because the hard deadline Thd = 1
second and the jump to the total failure state only occurs
after the hard deadline. The reliability curve is shown in
Fig. 4. From the figure, we can see that the reliability remain
at 1 within the first second, which again is consistent with
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Fig. 3. The transition probability

the hard deadline of Thd = 1 second because the violation
of the performance requirements within the hard deadline
is considered to be transients. We may also evaluate other
scalar criteria, such as Mean Time to Failure (MTTF) equals
375.9082 second.
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Fig. 4. The reliability curve.

V. CONCLUSIONS

A reliability evaluation approach for FTCS is presented
in this paper. We start from defining the reliability function
based on the control performance and hard deadline of
FTCS. Then a semi-Markov process model is constructed
for reliability evaluation. The states of this semi-Markov
process describe the performance degradation of FTCS and
the effects of imperfect FDI on control performance. Finally,
we discuss a example to show the procedure. This reliability
evaluation reflects the critical characteristics of FTCS and
it may be more suitable for practical applications, such as
controller design based on the reliability evaluation.
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