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#### Abstract

This paper concerns a mode-sequencing and switching-time optimization problem defined on autonomous switched-mode hybrid dynamical systems. The design parameter consists of two elements: (i) the sequence of dynamicresponse functions associated with the modes, and (ii) the duration of each mode. The sequencing element is a discrete parameter which may render the problem of computing the optimal schedule exponentially complex. Therefore we are not seeking a global minimum, but rather a local solution in a suitable sense. To this end we endow the parameter space with a local continuous structure which allows us to apply gradientdescent techniques. With this structure, the problem is cast in the form of a nonlinear-programming problem defined on a sequence of nested Euclidean spaces with increasing dimensions. We characterize suboptimality in an appropriate sense, define a corresponding convergence criterion, and devise a provablyconvergent optimization algorithm.
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## I. Introduction

Consider the dynamical system defined by the following equation,

$$
\begin{equation*}
\dot{x} \in\left\{f_{\alpha}(x)\right\}_{\alpha \in A} \tag{1}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}, A$ is a finite set, and for every $\alpha \in A f_{\alpha}: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{n}$ is a continuously differentiable function. Let $x_{0}:=x(0)$ be the initial condition, and suppose that the system evolves over a given time-horizon $[0, T]$ for a fixed final time $T$. The functions $f_{\alpha}$ represent different modes of the system and hence are called modal functions, and the system is labelled a switched-mode system. Furthermore, assume that there is a finite number of switchings between the modes in $[0, T]$.

Let $L: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a cost function defined on the state of the system, $x(t)$, and let $J$ be the aggregate cost functional, defined by

$$
\begin{equation*}
J=\int_{0}^{T} L(x) d t . \tag{2}
\end{equation*}
$$

Let us view the scheduling of the modal functions in the Right-Hand Side (RHS) of (1) as a control variable. A particular schedule has two elements: the sequencing of the modal functions, and the switching times between successive modes. Suppose there are $N$ switching times, denoted by $\tau_{i}$, $i=1, \ldots, N$, in an increasing order. We extend the notation to define $\tau_{0}:=0$ and $\tau_{N+1}:=T$. For all $i=1, \ldots, N+1$, let us denote the modal function in the interval $\left[\tau_{i-1}, \tau_{i}\right)$ by $f_{\alpha(i)}$ for some $\alpha(i) \in A$. Then the sequence of modal functions is $\left\{f_{\alpha(i)}\right\}_{i=1}^{N+1}$, and we will refer to it by the corresponding

[^0]index-sequence $\sigma$, defined by $\sigma:=\{\alpha(i)\}_{i=1}^{N+1}$, henceforth labelled the modal sequence. The switching-times vector is $\left(\tau_{1}, \ldots, \tau_{N}\right)^{T} \in \mathbb{R}^{N}$, and it will be denoted by $\bar{\tau}$. The control parameter is $(\sigma, \bar{\tau})$. Note that $N$, the length of the modal sequence, is not fixed, but rather it is defined by $\sigma$.

Consider the problem of minimizing the functional $J$ as a function of the control parameter $(\sigma, \bar{\tau})$. Of the two variables $\sigma$ and $\bar{\tau}$, the former is more problematic, since it is an integer variable that gives the problem an exponential complexity. On the other hand, for a fixed $\sigma$, optimizing $J$ with respect to $\bar{\tau}$ is a continuous-parameter problem that can be solved by nonlinear-programming techniques.
More broadly, optimal control for switched-mode hybrid systems has been investigated in the past few years in the more general setting, where the state equation has an external control input, $u$. Ref. [1] defined a general framework for optimal control, and [2], [3] developed variants of the maximum principle. Refs. [4], [5], [6], [7] considered the special case of piecewise-linear or affine systems, and [7], [2], [8], [9], [10] addressed the general case of nonlinear systems. In particular, Refs. [8], [9], [10] focused on autonomous nonlinear systems, where the input $u(t)$ is absent. Likewise, this paper concerns only autonomous systems whose state equation is (1).
Ref. [10] derived a costate-based formula for the gradient $\nabla J(\bar{\tau})$, and extended it to obtain sensitivity (derivative) information about inserting new modes to a given schedule. This suggests a natural way to deploy gradient-descent algorithms to problems where $\sigma$ is part of the variable parameter. That observation constitutes the starting point of the present paper, which aims at analyzing convergence of a suitable algorithm.
The algorithm that we later analyze is basically a nonlinear-programming algorithm that modifies the sequencing parameter by adding new modes to it at each iteration. Therefore, it is not defined over a single parameter space, but rather over a nested sequence of Euclidean spaces with increasing dimensions. The standard theory of nonlinear programming is not quite suitable to handle such problems, and therefore we first have to define a notion of local optimality and a suitable concept of convergence, and only then are we in a position to analyze convergence properties of our algorithm. ${ }^{1}$

The rest of the paper is organized as follows. Section II recalls prior results and sets the stage for the analysis that follows. Section III describes the algorithm, and Section IV analyzes its convergence. Finally, Section V concludes the

[^1]paper.

## II. BACKGROUND

Let us fix a modal sequence $\sigma$ having $N+1$ modal functions and let $\bar{\tau}:=\left(\tau_{1}, \ldots, \tau_{N}\right)^{T} \in \mathbb{R}^{N}$ denote the switchingtime vector. Consider the problem of minimizing $J$ as a function of $\bar{\tau}$, henceforth denoted by $P_{\sigma}$. To simplify the notation we will use the term $f_{i}$ for $f_{\alpha(i)}$, so that the state equation becomes

$$
\begin{equation*}
\dot{x}=f_{i}(x), \quad t \in\left[\tau_{i-1}, \tau_{i}\right) \quad i=1, \ldots, N+1 \tag{3}
\end{equation*}
$$

We make the following assumption regarding the modal functions.

Assumption 2.1. (i). The functions $f_{\alpha}, \alpha \in A$, and $L$, are twice continuously differentiable on $\mathbb{R}^{n}$. (ii). There exists a constant $K>0$ such that, for every $x \in \mathbb{R}^{n}$, and for every $\alpha \in A$,

$$
\begin{equation*}
\left\|f_{\alpha}(x)\right\| \leq K(\|x\|+1) \tag{4}
\end{equation*}
$$

This assumption guarantees that, with the given initial condition $x_{0}$, the differential equation (3) has a unique solution $x(t)$ on the interval $[0, T]$, which is confined to a bounded set in $\mathbb{R}^{n}$ that does not depend on the values of the switching times $\left(\tau_{i}\right)$, their number $(N)$, or the order of the switching functions $\left(f_{i}(x)\right)$. Moreover, that assumption guarantees that $J$ is continuously differentiable in the switching times. Let us define the function $f(x, t)$ by the right-hand side of (3), namely,

$$
\begin{equation*}
f(x, t)=f_{i}(x), t \in\left[\tau_{i-1}, \tau_{i}\right) i=1, \ldots, N+1 \tag{5}
\end{equation*}
$$

Then the state trajectory $x(t)$ is continuous in $t$ and we define the notation $x_{i}:=x\left(\tau_{i}\right)$. Next, we define the costate $p(t) \in \mathbb{R}^{n}$ by the following differential equation,

$$
\begin{equation*}
\dot{p}(t)=-\left(\frac{\partial f}{\partial x}(x, t)\right)^{T} p(t)-\left(\frac{\partial L}{\partial x}(x)\right)^{T} \tag{6}
\end{equation*}
$$

with the boundary condition $p(T)=0$. Then the costate trajectory $p(t)$ is continuous in $t$, and we define the notation $p_{i}:=p\left(\tau_{i}\right)$. The partial derivative $\partial J / \partial \tau_{i}$ is continuous in $\bar{\tau}$ (since $\sigma$ is fixed) and is expressed by (see [10]):

$$
\begin{equation*}
\frac{\partial J}{\partial \tau_{i}}=p_{i}^{T}\left(f_{i}\left(x_{i}\right)-f_{i+1}\left(x_{i}\right)\right) \tag{7}
\end{equation*}
$$

Consider now the problem $P_{\sigma}$. By definition, it involves constrains related to the particular sequence $\sigma$, and these constraints can be expressed by the following inequalities, $0=\tau_{0} \leq \tau_{1} \ldots \leq \tau_{N} \leq \tau_{N+1}=T$. It is natural to solve $P_{\sigma}$ by a constrained gradient-descent algorithm. For instance, [11] used a gradient-projection algorithm that reduces the value of $J$ at each iteration while maintaining feasibility. By "solving the problem $P_{\sigma}$ " we mean computing a point satisfying the Kuhn-Tucker first-order optimality condition.

Now suppose that the problem $P_{\sigma}$ has been solved to the extent of computing a Kuhn-Tucker point $\bar{\tau}$. It may be possible, of course, to further reduce the value of $J$ by altering the sequence $\sigma$. An incremental approach, proposed in [10], is based on the following result. Let $g$ be a modal function, namely $g=f_{\alpha}$ for some $\alpha \in A$, and fix $\tau \in[0, T]$. Consider inserting the function $g$ at the time $\tau$ for the duration of $\lambda$ seconds, where $\lambda>0$. By this insertion we are introducing two new switching points, one at $\tau-\lambda / 2$ and the
other at $\tau+\lambda / 2$, and the modal function $g$ between them. ${ }^{2}$ Let us denote by $J_{g, \tau}(\lambda)$ the effect of $\lambda$ on the cost functional $J$, where we note the dependence on the modal function $g$ and the insertion time $\tau$. Assume that $\tau \in\left(\tau_{i}, \tau_{i+1}\right)$ for some $i=1, \ldots, N$. Then the following formula characterizes the one sided derivative of $J$ at $\lambda=0$ :

$$
\begin{equation*}
\frac{d J_{g, \tau}(0)}{d \lambda+}=p(\tau)^{T}\left(g(x(\tau))-f_{i+1}(x(\tau))\right) \tag{8}
\end{equation*}
$$

Moreover, $\frac{d J_{g, \tau}(0)}{d \lambda^{+}}$is continuous in $\tau$ throughout the interval $(0, T)$ at the Kuhn-Tucker points $\bar{\tau}$ for $P_{\sigma}$ (see [10]). Eq. (8) suggests the following algorithm for minimizing $J$.

## Algorithm 2.1.

Given: A modal sequence $\sigma$ having $N$ switching points.
Step 1. Use a feasible gradient-descent algorithm to compute a Kuhn-Tucker point $\bar{\tau}_{N}$ for $P_{\sigma}$.
Step 2. Compute the number $\Theta_{N}$ defined by

$$
\begin{equation*}
\Theta_{N}:=\min \left\{\left.\frac{d J_{g, \tau}(0)}{d \lambda+} \right\rvert\, g=f_{\alpha}, \alpha \in A ; \tau \in[0, T]\right\} \tag{9}
\end{equation*}
$$

Step 3. If $\Theta_{N}=0$ then stop and exit. If $\Theta_{N}<0$ then, with the pair $(g, \tau)$ comprising the argmin in (9), append to $\sigma$ two switching points at the time $\tau$ with the modal function $g$ between them, and goto Step 1 .

Note that the condition $\Theta_{N}=0$ defines a stopping rule in Step 3. This motivates us to define a parameter ( $\sigma, \bar{\tau}$ ) as a local minimum of $J$ if $\bar{\tau}$ is a Kuhn-Tucker point for $P_{\sigma}$ and $\Theta_{N}=0$. If the algorithm stops after a finite number of iterations then it has computed such a local minimum. Otherwise, it computes an infinite sequence of iteration points in Step 1. Let us denote by $\bar{\tau}_{N(m)}$ the value of $\bar{\tau}$ computed at the $m t h$ iteration of Step 1 where $N(m)$ denotes the dimension of the vector $\bar{\tau}_{N(m)}$. Suppose that the algorithm does not stop after a finite number of iterations, so that it computes a sequence $\left\{\bar{\tau}_{N(m)}\right\}_{m=1}^{\infty}$. In the theory of nonlinear programming, an algorithm often is said to be convergent if every accumulation point of a sequence it computes satisfies an appropriate optimality condition (see [12]). In our case, the concept of convergent algorithm has to be different, since the sequence $\left\{\bar{\tau}_{N(m)}\right\}_{m=1}^{\infty}$ cannot converge or diverge: its elements have different dimensions and hence are in different spaces. However, and following the notion of convergent algorithms proposed in [13], we say that the algorithm is convergent if every sequence $\left\{\bar{\tau}_{N(m)}\right\}_{m=1}^{\infty}$ it computes has the property that $\lim _{m \rightarrow \infty} \Theta_{N(m)}=0$. Whether Algorithm 2.1 is convergent in this sense or not depends on the specific details of the algorithm used in Step 1. In particular, we next will show that the following property guarantees convergence.

Definition 2.1: Algorithm 2.1 has sufficient descent if for every $\varepsilon>0$ there exists $\eta>0$ such that, for every $m=$ $1,2, \ldots$, if $\left|\Theta_{N(m)}\right|>\varepsilon$ then

$$
\begin{equation*}
J\left(\bar{\tau}_{N(m+1)}\right)-J\left(\bar{\tau}_{N(m)}\right) \leq-\eta \tag{10}
\end{equation*}
$$

Proposition 2.1: If Algorithm 2.1 has sufficient descent then it is convergent.

Proof: By Assumption 2.1 the state trajectory $x(t), t \in$ $[0, T]$, is confined to a compact set in $\mathbb{R}^{n}$. Consequently, and

[^2]by the assumption that $A$ is finite, (2), and the fact that $L$ is continuously differentiable, $\left|J\left(\bar{\tau}_{N(m)}\right)\right|$ is bounded from above by a constant that is independent of $m$. If the algorithm has sufficient descent and it computes an infinite sequence of iteration points, then (10) immediately follows by the fact that Step 1 deploys a gradient-descent technique.

The next section describes an algorithm for Step 1 of Algorithm 2.1 which guarantees the sufficient descent property.

## III. Algorithm with Sufficient Descent

Recall that the algorithm computes a vector $\bar{\tau}_{N(m)} \in \mathbb{R}^{N(m)}$ at its $m t h$ iteration in Step 1. This computation is done by a feasible gradient-descent algorithm (henceforth labelled the inner algorithm), and therefore the sequence $\left\{J\left(\bar{\tau}_{N(m)}\right\}\right.$ is monotone non-increasing. To guarantee the property of sufficient descent, we specify the first step of the inner algorithm, while subsequent steps need not be specified as long as they give a descent in $J$. The first step of the inner algorithm uses the Armijo step-size (described below) along a descent curve. The Armijo step-size is typically deployed in a descent direction (see [14], [12]), but we were unable to find such a direction guaranteeing sufficient descent. Therefore, we have adopted a piecewise-linear curve which will endow the algorithm with the sufficient descent property. This curve, and the first step of the inner algorithm, will next be described.

Consider the $m+1$ iteration of Algorithm 2.1, and let us denote by $\bar{t}(0):=\left(t_{1}(0), \ldots, t_{N(m+1)}(0)\right)^{T}$ the point with which the algorithm enters Step 1 from Step 3 of its mth iteration. In that iteration, the algorithm inserted a modal function $g$ between two identical switching times. Thus, the point $\bar{t}(0)=\left(t_{1}(0), t_{2}(0), \ldots, t_{N(m+1)}(0)\right)^{T}$ has the following features:

1) There exists $i \in\{1, \ldots, N(m+1)\}$ such that the last insertion times at Step 3 were $t_{i-1}(0)=t_{i}(0)$, and the function inserted between them was $g=f_{i}$.
2) If $t_{i-2}(0)<t_{i-1}(0)$ and $t_{i}(0)<t_{i+1}(0)$ then the modal function $f_{i-1}$ and $f_{i+1}$ are identical, namely $f_{i-1}=$ $f_{i+1}$, since the function $f_{i}$ was inserted during the course of the mode defined by that function.
Suppose for a moment that the inserted switching points $t_{i-1}(0)=t_{i}(0)$ were not equal to any one of the existing switching times of the previous iteration. Then, by (7), (8), and (9), and by the fact that $f_{i-1}=f_{i+1}$, it follows that

$$
\begin{equation*}
\frac{\partial J}{\partial \tau_{i}}(\bar{t}(0))=-\frac{\partial J}{\partial \tau_{i-1}}(\bar{t}(0))=\Theta_{N(m)} \tag{11}
\end{equation*}
$$

whereby the term " $\partial J / \partial \tau_{i}$ " we mean the partial derivative with respect to the $i t h$ variable, i.e., $t_{i}(0)$ in our case. On the other hand, if that new insertion time $t_{i}(0)$ is identical to a group of one or more of the "old" insertion times, then we have that $t_{i-1}(0)=t_{i-2}(0)$ or $t_{i}(0)=t_{i+1}(0)$. In this case, define the integers $k_{i-1}(0)$ and $n_{i}(0)$ as follows, $k_{i-1}(0):=$ $\min \left\{j \leq i-1: t_{j}(0)=t_{i-1}(0)\right\}$, and $n_{i}(0):=\max \{j \geq i:$ $\left.t_{j}(0)=t_{i}(0)\right\}$. Then we have the following extension of (11) (see [10] for a proof):

$$
\begin{equation*}
\sum_{j=i}^{n_{i}(0)} \frac{\partial J}{\partial \tau_{j}}(\bar{t}(0))=-\sum_{j=k_{i-1}(0)}^{i-1} \frac{\partial J}{\partial \tau_{j}}(\bar{t}(0))=\Theta_{N(m)} \tag{12}
\end{equation*}
$$

We next define the curve along which the inner algorithm applies the Armijo stepsize, and denote it by $\{\bar{t}(\lambda)\}_{\lambda \geq 0}$. It is defined by reducing $t_{i-1}(0)$ to 0 and increasing $t_{i}(0)$ to $T$ at the rate of $-\Theta_{N}$. If $t_{i-1}(0)\left(t_{i}(0)\right.$, resp.) "bumps" into other switching times on the way, then it "drags" them along with it so that the order of the modal sequence is maintained. Such a "bump" causes a change in the direction of $\bar{t}(\lambda)$, and hence this curve consists of successive linear segments.

To formalize matters, we denote the break points of the curve $\{\bar{t}(\lambda)\}_{\lambda \geq 0}$, namely the points at which the curve changes directions, by $\lambda_{v}, v=1,2, \ldots$, and we define, as a matter of convention, $\lambda_{0}=0$, while recalling that $\bar{t}(0)$ is the starting point of the curve. We next define the curve in a recursive manner on the segments $\left[\lambda_{v}, \lambda_{v+1}\right]$. Recall that the starting point is $\bar{t}(0)=\bar{t}\left(\lambda_{0}\right)$. Given $v \in\{0,1, \ldots\}$, suppose that $\bar{t}(\lambda)$ has been defined for all $\lambda \in\left[0, \lambda_{\nu}\right]$; we now define the next segment of the curve, namely the end-point $\lambda_{v+1}$ and the curve $\bar{t}(\lambda)$ for all $\lambda \in\left[\lambda_{v}, \lambda_{v+1}\right]$. First, define the integers $k_{i-1}\left(\lambda_{v}\right)$ and $n_{i}\left(\lambda_{v}\right)$ by

$$
\begin{align*}
k_{i-1}\left(\lambda_{v}\right) & := & \min \left\{j \leq i-1: t_{j}\left(\lambda_{v}\right)=t_{i-1}\left(\lambda_{v}\right)\right\},  \tag{13}\\
n_{i}\left(\lambda_{v}\right) & := & \max \left\{j \geq i: t_{j}\left(\lambda_{v}\right)=t_{i}\left(\lambda_{v}\right)\right\}, \tag{14}
\end{align*}
$$

furthermore, for the sake of notation, define $t_{-1}\left(\lambda_{\nu}\right):=-\infty$ and $t_{N(m+1)+2}\left(\lambda_{V}\right):=\infty$. Next, define the direction $\bar{h}\left(\lambda_{v}\right):=$ $\left(h_{1}\left(\lambda_{V}\right), \ldots, h_{N(m+1)}\left(\lambda_{V}\right)\right)^{T}$ by

$$
h_{j}\left(\lambda_{v}\right)= \begin{cases}\Theta_{N(m)}, & \forall j \in\left\{k_{i-1}\left(\lambda_{v}\right), \ldots, i-1\right\}  \tag{15}\\ & \text { if } t_{i-1}\left(\lambda_{v}\right)>0 \\ 0, & \forall j \in\left\{k_{i-1}\left(\lambda_{v}\right), \ldots, i-1\right\} \\ & \text { if } t_{i-1}\left(\lambda_{v}\right)=0 \\ -\Theta_{N(m)}, & \text { for all } j \in\left\{i, \ldots, n_{i}\left(\lambda_{v}\right)\right\} \\ & \text { if } t_{i}\left(\lambda_{v}\right)<T \\ 0, & \forall j \in\left\{i, \ldots, n_{i}\left(\lambda_{v}\right)\right\} \\ & \text { if } t_{i}\left(\lambda_{v}\right)=T \\ 0, & \forall \text { other } j \in\{1, \ldots, N(m+1)\}\end{cases}
$$

Finally, define $\lambda_{v+1}$ as follows for the case where $t_{i-1}\left(\lambda_{v}\right)>$ 0 or $t_{N(m+1)}\left(\lambda_{v}\right)<T$ :

$$
\begin{array}{r}
\lambda_{v+1}=\min \left\{\lambda>\lambda_{v}: \text { either } t_{k_{i-1}\left(\lambda_{v}\right)}\left(\lambda_{v}\right)+\right. \\
\left(\lambda-\lambda_{v}\right) h_{k_{i-1}\left(\lambda_{v}\right)}\left(\lambda_{v}\right)=t_{k_{i-1}}\left(\lambda_{v}\right)-1 \\
\left(\lambda_{V}\right), \text { or }  \tag{16}\\
\left.t_{n_{i}\left(\lambda_{v}\right)}\left(\lambda_{v}\right)+\left(\lambda-\lambda_{v}\right) h_{n_{i}\left(\lambda_{v}\right)}\left(\lambda_{v}\right)=t_{n_{i}\left(\lambda_{v}\right)+1}\left(\lambda_{v}\right)\right\}
\end{array}
$$

(for the case where $t_{i-1}\left(\lambda_{v}\right)=0$ and $t_{i}\left(\lambda_{v}\right)=T$, there is no need to define $\left.\lambda_{v+1}\right)$. At last, we define $\bar{t}(\lambda)$ for $\lambda \in$ [ $\lambda_{v}, \lambda_{v+1}$ ] by

$$
\begin{equation*}
\bar{t}(\lambda)=\bar{t}\left(\lambda_{v}\right)+\left(\lambda-\lambda_{v}\right) \bar{h}\left(\lambda_{v}\right) \tag{17}
\end{equation*}
$$

Recall that the above curve is used to compute the first iteration of the inner algorithm, whose starting point is $\bar{t}(0)$. Let us denote the resulting computed vector by $\bar{f}_{\text {next }}$. Now this point, $\bar{t}_{\text {next }}$, lies on the curve, namely $\bar{t}_{\text {next }}=\bar{t}(\lambda)$ for some $\lambda>0$, and we denote that value of $\lambda$ by $\lambda_{\text {next }}$, so that $\bar{t}_{\text {next }}=\bar{t}\left(\lambda_{\text {next }}\right)$. The point $\lambda_{\text {next }}$ is computed by the Armijo stepsize rule along the curve $\{\bar{t}(\lambda)\}$. That is (see [12]), given $\alpha \in(0,1)$ and given a monotone-decreasing sequence $\lambda(\ell)$ such that $\lambda(\ell) \rightarrow 0$ as $\ell \rightarrow \infty, \lambda_{\text {next }}$ is defined

$$
\begin{align*}
\lambda_{\text {next }} & :=\max \{\lambda(\ell): \ell=0,1, \ldots, \text { such that } \\
& \left.J(\bar{t}(\lambda(\ell)))-J(\bar{t}(0)) \leq-\alpha \lambda(\ell) \Theta_{N(m)}^{2}\right\} . \tag{18}
\end{align*}
$$

It follows that the inner algorithm has the following form. Algorithm 3.1:
Algorithm 2.1 enters Step 1, from Step 3 of its previous iteration, with a point $\bar{t}(0)$.
Step 1. Compute $\lambda_{\text {next }}$ according to (18), and set

$$
\begin{equation*}
\bar{t}_{\text {next }}:=\bar{t}\left(\lambda_{\text {next }}\right) . \tag{19}
\end{equation*}
$$

Step 2. Stating at $\bar{t}_{\text {next }}$, use any feasible gradient descent algorithm to compute $\bar{\tau}_{N(m+1)}$.

The next section carries out and analysis of Algorithm 3.1.

## IV. Convergence Analysis

Gradient-descent algorithms with Armijo stepsizes generally have a sufficient-descent property as long as the function they attempt to minimize is continuously differentiable. However, in the setting of our problem and Algorithm 3.1, there is no continuity of the gradient. As a matter of fact, each time the curve $\{\bar{t}(\lambda)\}_{\lambda \geq 0}$ has a break point $\lambda_{\nu}$, the gradient of $J$ is discontinuous. Another problem is that Algorithm 3.1 acts on spaces of increasing dimensions each time it enters Step 1 of Algorithm 2.1, which makes it harder to guarantee that an inequality like the one in Eq. (10) is satisfied. For these reasons the convergence analysis, whose centerpiece is a proof of sufficient descent, is quite complicated. That proof is based on the fact that the starting point of Algorithm 3.1 is a Kuhn-Tucker point for $P_{\sigma}$. Applied to any other point the algorithm will not guarantee sufficient descent, and this is the reason for the specification in Step 1 of the algorithm, made only at its starting point, while requiring only a gradient descent in the later iterations.

The rest of this section carries out the convergence analysis. First, a number of preliminary results are presented without proofs.

Lemma 4.1. There exists a constant $K_{1}>0$ such that, for every modal sequence $\sigma$ having any number of switching times $N$, and for every $t \in[0, T],\|x(t)\| \leq K_{1}$ and $\|p(t)\| \leq$ $K_{1}$.

Lemma 4.2. There exists a constant $K_{2}>0$ such that, for every $N,\left|\Theta_{N}\right| \leq K_{2}$, where $\Theta_{N}$ is defined in Step 2 of Algorithm 2.1.

Lemma 4.3. There exists a constant $K_{3}>0$ such that, for every modal sequence $\sigma$ having any number of switching times $N$, and for every $t_{1} \in[0, T]$ and $t_{2} \in\left[t_{1}, T\right], \| x\left(t_{2}\right)-$ $x\left(t_{1}\right) \| \leq K_{3}\left(t_{2}-t_{1}\right)$ and $\left\|p\left(t_{2}\right)-p\left(t_{1}\right)\right\| \leq K_{3}\left(t_{2}-t_{1}\right)$.

Next, consider two modal sequences $\bar{\sigma}$ and $\tilde{\sigma}$ having possibly different numbers of switching times, $\bar{N}$ and $\tilde{N}$, and let $\bar{f}(x, t)$ and $\tilde{f}(x, t)$ be the associated dynamic response functions as defined by (5). For all $t \in[0, T]$, define $\bar{\alpha}(t):=$ $\left\{\alpha \in A: \bar{f}(x, t)=f_{\alpha}(x)\right\}$, and similarly define $\tilde{\alpha}(t):=\{\alpha \in$ $\left.A: \tilde{f}(x, t)=f_{\alpha}(x)\right\}$. Denote by $\bar{x}(t)$ and $\bar{p}(t)(\tilde{x}(t)$ and $\tilde{p}(t)$, resp.) the state trajectory and costate trajectory associated with $\bar{\sigma}$ ( $\tilde{\sigma}$, resp.) via (3), (5) and (6). Let $I \subset[0, T]$ be defined by $I=\{t \in[0, T]: \bar{\alpha}(t) \neq \tilde{\alpha}(t)\}$, and denote by $|I|$ the Lebesgue measure of $I$.

Lemma 4.4: There exists a constant $K_{4}>0$ such that, for every pair of modal sequences $\bar{\sigma}$ and $\tilde{\sigma}$; for every $t \in[0, T]$, $\left|\left|\bar{x}(t)-\tilde{x}(t) \|<K_{4}\right| I\right|$ and $\|\bar{p}(t)-\tilde{p}(t)\|<K_{4}|I|$.

The next lemma concerns variational bounds on the gradient of $J$ along the curve $\{\bar{t}(\boldsymbol{\lambda})\}$. First, we establish some notation. For every $\lambda \geq 0$, we define $k_{i-1}(\lambda)$ and $n_{i}(\lambda)$ by

$$
\begin{align*}
k_{i-1}(\lambda) & : & =\min \left\{j \leq i-1: t_{j}(\lambda)=t_{i-1}(\lambda)\right\}  \tag{20}\\
n_{i}(\lambda) & := & \max \left\{j \geq i: t_{j}(\lambda)=t_{i}(\lambda)\right\} \tag{21}
\end{align*}
$$

Lemma 4.5: There exists a constant $K>0$ such that, for every point $\bar{t}(0)$ with which Algorithm 2.1 enters Step 1 from Step 3 of its previous iteration; for every $v=0,1,2, \ldots$; and for every $\lambda \in\left[\lambda_{v}, \lambda_{v+1}\right]$,

$$
\begin{equation*}
\left|<\nabla J(\bar{t}(\lambda))-\nabla J(\bar{t}(0)), \bar{h}\left(\lambda_{v}\right)>\right| \leq K \lambda . \tag{22}
\end{equation*}
$$

Moreover, the constant $K$ is independent of $N(m)$.
Proof. Consider a point $\bar{t}(0)$ as in the statement of the lemma. Fix $v \geq 0$, and fix $\lambda \in\left[\lambda_{v}, \lambda_{v+1}\right)$. Assume, without loss of generality, that $t_{i-1}\left(\lambda_{v+1}\right)>0$ and $t_{i}\left(\lambda_{v+1}\right)<T$. Consider first the term $<\nabla J(\bar{t}(\lambda)), \bar{h}\left(\lambda_{v}\right)>$. For ease of notation, we define $\widetilde{\Theta}=\Theta_{N(m)}$. By (15),

$$
\begin{align*}
<\nabla J(\bar{t}(\boldsymbol{\lambda})), \bar{h}\left(\lambda_{v}\right)> & =\widetilde{\Theta} \sum_{j=k_{i-1}\left(\lambda_{v}\right)}^{i-1} \frac{d J}{d \tau_{j}}(\bar{t}(\boldsymbol{\lambda})) \\
& -\widetilde{\Theta} \sum_{j=i}^{n_{i}\left(\lambda_{v}\right)} \frac{d J}{d \tau_{j}}(\bar{t}(\boldsymbol{\lambda})) \tag{23}
\end{align*}
$$

Let us denote by $\left\{x_{\lambda}(t)\right\}$ and $\left\{p_{\lambda}(t)\right\}$ the state trajectory and costate trajectory associated with the point $\bar{t}(\lambda)$ via (3) and (6), respectively. Then, by (7) and (23),

$$
\begin{array}{r}
<\nabla J(\bar{t}(\lambda)), \bar{h}\left(\lambda_{v}\right)>=\widetilde{\Theta} \sum_{j=k_{i-1}\left(\lambda_{v}\right)}^{i-1} p_{\lambda}\left(t_{j}(\lambda)\right)^{T} \times \\
\left\{f_{j}\left(x_{\lambda}\left(t_{j}(\lambda)\right)\right)-f_{j+1}\left(x_{\lambda}\left(t_{j}(\lambda)\right)\right)\right\}-\widetilde{\Theta} \sum_{j=i}^{n_{i}\left(\lambda_{v}\right)} p_{\lambda}\left(t_{j}(\lambda)\right)^{T} \\
\times\left\{f_{j}\left(x_{\lambda}\left(t_{j}(\lambda)\right)\right)-f_{j+1}\left(x_{\lambda}\left(t_{j}(\lambda)\right)\right)\right\} \tag{24}
\end{array}
$$

By the definition of $k_{i-1}(\lambda)(20)$, we have that $t_{j}(\lambda)=$ $t_{i-1}(\lambda)$ for all $j \in\left\{k_{i-1}(\lambda), \ldots, i-1\right\}$, and moreover, by (16), $k_{i-1}(\lambda)=k_{i-1}\left(\lambda_{v}\right)$; hence, $t_{j}(\lambda)=t_{i-1}(\lambda)$ for all $j \in$ $\left\{k_{i-1}\left(\lambda_{v}\right), \ldots, i-1\right\}$. In a similar way (by (21) and (16)), $t_{j}(\lambda)=t_{i}(\lambda)$ for all $j \in\left\{i, \ldots, n_{i}\left(\lambda_{v}\right)\right\}$. Consequently, (24) implies that,

$$
\begin{array}{r}
<\nabla J(\bar{t}(\boldsymbol{\lambda})), \bar{h}\left(\lambda_{v}\right)>=\widetilde{\Theta} p_{\lambda}\left(t_{i-1}(\lambda)\right)^{T} \\
\times\left(f_{k_{i-1}\left(\lambda_{v}\right)}\left(x_{\lambda}\left(t_{i-1}(\lambda)\right)\right)-f_{i}\left(x_{\lambda}\left(t_{i-1}(\lambda)\right)\right)\right) \\
-\widetilde{\Theta} p_{\lambda}\left(t_{i}(\lambda)\right)^{T}\left(f_{i}\left(x_{\lambda}\left(t_{i}(\lambda)\right)\right)-f_{n_{i}\left(\lambda_{v}\right)+1}\left(x_{\lambda}\left(t_{i}(\lambda)\right)\right)\right) . \tag{25}
\end{array}
$$

Next, consider the second term in the left-hand side of (22), namely, $<\nabla J(\bar{t}(0)), \bar{h}\left(\lambda_{v}\right)>$. By (15), we obtain, that

$$
=\widetilde{\Theta} \sum_{j=k_{i-1}\left(\lambda_{v}\right)}^{i-1} \frac{d J}{d \tau_{j}}(\bar{t}(0))-\widetilde{\Theta} \sum_{j=i}^{n_{i}\left(\lambda_{v}\right)} \frac{d J}{d \tau_{j}}(\bar{t}(0)) .
$$

If we denote by $\left\{x_{0}(t)\right\}$ and $\left\{p_{0}(t)\right\}$ the state- and costatetrajectories associated with the point $\bar{t}(0)$ via (3) and (6), respectively. Then, with some algebra, and (26), we get that

$$
\begin{gathered}
<\nabla J(\bar{t}(0)), \bar{h}\left(\lambda_{v}\right)>= \\
\widetilde{\Theta}\left\{p_{0}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)^{T} f_{k_{i-1}\left(\lambda_{v}\right)}\left(x_{0}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)\right)\right. \\
\left.-p_{0}\left(t_{i}(0)\right)^{T} f_{i}\left(x_{0}\left(t_{i}(0)\right)\right)\right\}+\widetilde{\Theta} \sum_{j=k_{i-1}\left(\lambda_{v}\right)}^{i-1} f_{j+1}\left(x_{0}\left(t_{j+1}(0)\right)\right) \times
\end{gathered}
$$

$$
\begin{align*}
& \left\{p_{0}\left(t_{j+1}(0)\right)^{T}-p_{0}\left(t_{j}(0)\right)^{T}\right\}+\widetilde{\Theta} \sum_{j=k_{i-1}\left(\lambda_{火}\right)}^{i-1} p_{0}\left(t_{j}(0)\right)^{T} \times \\
& \left\{f_{j+1}\left(x_{0}\left(t_{j+1}(0)\right)\right)-f_{j+1}\left(x_{0}\left(t_{j}(0)\right)\right)\right\}-\Theta\left(p_{0}\left(t_{i-1}(0)\right)^{T} \times\right. \\
& \left.f_{i}\left(x_{0}\left(t_{i-1}(0)\right)\right)-p_{0}\left(t_{n_{i}\left(\lambda_{v}\right)}(0)\right)^{T} f_{n_{i}\left(\lambda_{v}\right)+1}\left(x_{0}\left(t_{n_{i}\left(\lambda_{v}\right)}(0)\right)\right)\right) \\
& -\widetilde{\Theta} \sum_{j=i}^{n_{i}(\lambda v)}\left\{p_{0}\left(t_{j}(0)\right)^{T}-p_{0}\left(t_{j-1}(0)\right)^{T}\right\} f_{j}\left(x_{0}\left(t_{j-1}(0)\right)\right) \\
& -\widetilde{\Theta} \sum_{j=i}^{n_{i}\left(\lambda_{v}\right)} p_{0}\left(t_{j}(0)\right)^{T}\left\{f_{j}\left(x_{0}\left(t_{j}(0)\right)\right)-f_{j}\left(x_{0}\left(t_{j-1}(0)\right)\right)\right\} \tag{27}
\end{align*}
$$

We next derive upper bounds on the various sum terms in the right-hand side of (27). Consider the first sum term. By Lemma 4.1, Assumption 2.1, and the fact that the modal set $A$ is finite, there exists a constant $K_{5}>0$ such that, for all $j \in\{0, \ldots, N(m+1)\},\left\|f_{j+1}\left(x_{0}\left(t_{j+1}(0)\right)\right)\right\| \leq K_{5}$. By Lemma 4.3, for all $j \in\{0, \ldots, N(m+1)\}$, $\| p_{0}\left(t_{j \pm 1}(0)\right)-$ $p_{0}\left(t_{j}(0)\right)| | \leq K_{4}\left(t_{j+1}(0)-t_{j}(0)\right)$. By Lemma 4.2, $|\widetilde{\Theta}| \mid \leq K_{2}$. Consequently, we have that

$$
\begin{align*}
& \| \widetilde{\Theta} \sum_{j=k_{i-1}\left(\lambda_{v}\right)}^{i-1} f_{j+1}\left(x_{0}\left(t_{j+1}(0)\right)\right)\left\{p_{0}\left(t_{j+1}(0)\right)^{T}\right. \\
& \left.-p_{0}\left(t_{j}(0)\right)^{T}\right\} \| \leq K_{2} K_{4} K_{5}\left(t_{i}(0)-t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right) . \tag{28}
\end{align*}
$$

By definition $t_{i}(0)=t_{i-1}(0)$ since this is the double switching times appended at Step 3 of the previous iteration of Algorithm 2.1. We have seen (by (16)) that $t_{k_{i-1}\left(\lambda_{v}\right)}(0) \geq$ $t_{k_{i-1}\left(\lambda_{v}\right)}\left(\lambda_{v}\right)$, and by (20), $t_{k_{i-1}\left(\lambda_{v}\right)}\left(\lambda_{v}\right)=t_{i-1}\left(\lambda_{v}\right)$. Certainly $t_{i-1}(0) \geq t_{k_{i-1}\left(\lambda_{v}\right)}(0)$ since $i-1 \geq k_{i-1}\left(\lambda_{v}\right)$. Therefore, we have that

$$
\begin{align*}
& 0 \leq t_{i}(0)-t_{k_{i-1}}\left(\lambda_{v}\right) \\
&(0) \leq t_{i-1}(0)-t_{k_{i-1}}\left(\lambda_{v}\right)  \tag{29}\\
&\left.=t_{i-1}(0)-t_{i-1}\right) \\
&\left(\lambda_{v}\right)
\end{align*}
$$

By (15)-(17), $\quad t_{i-1}(0)-t_{i-1}\left(\lambda_{v}\right) \leq \lambda_{v}|\widetilde{\Theta}|, \quad$ and by Lemma 4.2 and the fact that $\lambda_{v} \leq \lambda$ (by assumption), we have that $t_{i-1}(0)-t_{i-1}\left(\lambda_{v}\right) \leq \lambda K_{2}$. Combining this inequality with (28) and (29) we obtain, $\| \widetilde{\Theta} \sum_{j=k_{i-1}\left(\lambda_{y}\right)}^{i-1} f_{j+1}\left(x_{0}\left(t_{j+1}(0)\right)\right)\left\{p_{0}\left(t_{j+1}(0)\right)^{T}-\right.$ $\left.p_{0}\left(t_{j}(0)\right)^{T}\right\} \| \leq K_{2}^{2} K_{4} K_{5} \lambda$. This inequality provides an upper bound on the first sum term in the right-hand side of (27). In the same way, similar inequalities can be derived for the other three sum terms in the righthand side of (27). Thus, there exists a constant $K_{6} \geq 0$ such that, $\| \widetilde{\Theta} \sum_{j=k_{i-1}\left(\lambda_{v}\right)}^{i-1} f_{j+1}\left(x_{0}\left(t_{j+1}(0)\right)\right)\left\{p_{0}\left(t_{j+1}(0)\right)^{T}-\right.$ $\left.p_{0}\left(t_{j}(0)\right)^{T}\right\}\|+\| \widetilde{\Theta} \sum_{j=k_{i-1}\left(\lambda_{v}\right)}^{i-1} p_{0}\left(t_{j}(0)\right)^{T}\left\{f_{j+1}\left(x_{0}\left(t_{j+1}(0)\right)\right)-\right.$ $\left.f_{j+1}\left(x_{0}\left(t_{j}(0)\right)\right)\right\}\|+\| \widetilde{\Theta} \sum_{j=i}^{n_{i}(\lambda v)} f_{j}\left(x_{0}\left(t_{j-1}(0)\right)\right)\left\{p_{0}\left(t_{j}(0)\right)^{T}-\right.$ $\left.p_{0}\left(t_{j-1}(0)\right)^{T}\right\}\|+\| \widetilde{\Theta} \sum_{j=i}^{n_{i}\left(\lambda_{v}\right)} p_{0}\left(t_{j}(0)\right)^{T} \times\left\{f_{j}\left(x_{0}\left(t_{j}(0)\right)\right)-\right.$ $\left.f_{j}\left(x_{0}\left(t_{j-1}(0)\right)\right)\right\} \leq \lambda K_{6}$. We next derive an upper bound on the term $\left|<\nabla J(\bar{t}(\lambda))-\nabla J(\bar{t}(0)), \bar{h}\left(\lambda_{v}\right)>\right|$ in the Left-Hand Side (LHS) of (22) by considering the differences between the analogous terms in the RHS of (25) and (27), and using the above derived inequality for the remaining terms of (27). This yields the following inequality,

$$
\begin{gathered}
\left|<\nabla J(\bar{t}(\lambda))-\nabla J(\bar{t}(0)), \bar{h}\left(\lambda_{v}\right)>\right| \\
\leq \mid \widetilde{\Theta}\left(p_{\lambda}\left(t_{i-1}(\lambda)\right)^{T} f_{k_{i-1}\left(\lambda_{v}\right)}\left(x_{\lambda}\left(t_{i-1}(\lambda)\right)\right)\right. \\
\left.-p_{0}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)^{T} f_{k_{i-1}\left(\lambda_{v}\right)}\left(x_{0}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)\right)\right) \mid+
\end{gathered}
$$

$$
\begin{align*}
& \mid \widetilde{\Theta}\left\{p_{\lambda}\left(t_{i-1}(\lambda)\right)^{T}\left(f_{i}\left(x_{\lambda}\left(t_{i-1}(\lambda)\right)\right)-p_{0}\left(t_{i}(0)\right)^{T} f_{i}\left(x_{0}\left(t_{i}(0)\right)\right)\right\} \mid\right. \\
& \quad+\mid \widetilde{\Theta}\left\{p_{\lambda}\left(t_{i}(\lambda)\right)^{T} f_{i}\left(x_{\lambda}\left(t_{i}(\lambda)\right)\right)\right. \\
& \left.\quad-p_{0}\left(t_{i-1}(0)\right)^{T} f_{i}\left(x_{0}\left(t_{i-1}(0)\right)\right)\right\} \mid \\
& \quad+\mid \widetilde{\Theta}\left(p_{\lambda}\left(t_{i}(\lambda)\right)^{T} f_{n_{i}\left(\lambda_{v}\right)+1}\left(x_{\lambda}\left(t_{i}(\lambda)\right)\right)\right. \\
& \left.-p_{0}\left(t_{n_{i}\left(\lambda_{v}\right)}(0)\right)^{T} f_{n_{i}\left(\lambda_{v}\right)+1}\left(x_{0}\left(t_{n_{i}\left(\lambda_{v}\right)}(0)\right)\right)\right) \mid+\lambda K_{6} . \tag{30}
\end{align*}
$$

Now consider the various terms in the RHS of (30). Regarding the first term, we make the following observations. By (20) and the fact that $k_{i-1}(\lambda)=k_{i-1}\left(\lambda_{v}\right)$, we obtain that $t_{i-1}(\lambda)=t_{k_{i-1}\left(\lambda_{v}\right)}(\lambda)$, and hence, $p_{\lambda}\left(t_{i-1}(\lambda)\right)=$ $p_{\lambda}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(\lambda)\right.$. Consequently, and by subtracting and adding $p_{\lambda}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)$, we obtain,

$$
\begin{array}{r}
p_{\lambda}\left(t_{i-1}(\lambda)\right)-p_{0}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)=p_{\lambda}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(\lambda)\right. \\
-p_{\lambda}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)+p_{\lambda}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)-p_{0}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right) . \tag{31}
\end{array}
$$

By (15)-(17), $0 \leq t_{j}(0)-t_{j}(\lambda) \leq \lambda|\widetilde{\Theta}|$ for all $j \in\{0, \ldots, i-$ $1\}$. Apply this with $j=k_{i-1}\left(\lambda_{V}\right)$, and use Lemma 4.3 and Lemma 4.2 to obtain,

$$
\begin{equation*}
\left\|p_{\lambda}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(\lambda)\right)-p_{\lambda}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)\right\| \leq K_{3} K_{2} \lambda \tag{32}
\end{equation*}
$$

Next, denote by $f_{\lambda}(x, t)$ the dynamic response function defined by (5) with the switching times given by $\bar{t}(\lambda)$, and denote by $f_{0}(x, t)$ the dynamic response function defined by (5) with the switching times given by $\bar{t}(0)$. Furthermore, define $\alpha_{\lambda}(t):=\left\{\alpha \in A: f_{\lambda}(x, t)=f_{i}(x)\right\}$, define $\alpha_{0}(t):=$ $\left\{\alpha \in A: f_{0}(x, t)=f_{i}(x)\right\}$, and define $I:=\left\{t \in[0, T]: \alpha_{\lambda}(t) \neq\right.$ $\left.\alpha_{0}(t)\right\}$. Let $|I|$ denote the Lebesgue measure of $I$. Then, by (15)-(17) and Lemma 4.2, we have that $|I| \leq \lambda K_{2}$. Consequently, and by Lemma 4.4,

$$
\begin{equation*}
\left\|p_{\lambda}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)-p_{0}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)\right\| \leq K_{4} K_{2} \lambda \tag{33}
\end{equation*}
$$

It now follows from (31)-(33) that $\| p_{\lambda}\left(t_{i-1}(\lambda)\right)-$ $p_{0}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0) \| \leq\left(K_{3}+K_{4}\right) K_{2} \lambda\right.$. Defining $K_{7}:=\left(K_{3}+\right.$ $\left.K_{2}\right) K_{4}$, we obtain that

$$
\begin{equation*}
\| p_{\lambda}\left(t_{i-1}(\lambda)\right)-p_{0}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0) \| \leq K_{7} \lambda\right. \tag{34}
\end{equation*}
$$

By Lemma 4.1, Assumption 2.1, and the fact that $A$ is a finite set, there exists a common Lipschitz constant $K^{\prime}$ for all the functions $f_{\alpha}, \alpha \in A$, in a given compact set $\Gamma$ containing the state trajectories $\left\{x_{\lambda}\right\}$ for all $\lambda>0$. Then, similarly to (34), there exists a constant $K_{8}>0$ such that,

$$
\left\|f_{k_{i-1}\left(\lambda_{v}\right)}\left(x_{\lambda}\left(t_{i-1}(\lambda)\right)\right)-f_{k_{i-1}\left(\lambda_{v}\right)}\left(x_{0}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)\right)\right\|
$$

$$
\begin{equation*}
\leq K_{8} \lambda \tag{35}
\end{equation*}
$$

By the boundedness of every term in the RHS of (30), and by (34) and (35), there exists a constant $K_{9}>0$ such that,

$$
\begin{array}{r}
\mid \widetilde{\Theta}\left(p_{\lambda}\left(t_{i-1}(\lambda)\right)^{T} f_{k_{i-1}\left(\lambda_{v}\right)}\left(x_{\lambda}\left(t_{i-1}(\lambda)\right)\right)\right. \\
\left.-p_{0}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)^{T} f_{k_{i-1}\left(\lambda_{v}\right)}\left(x_{0}\left(t_{k_{i-1}\left(\lambda_{v}\right)}(0)\right)\right)\right) \mid \leq K_{9} \lambda \tag{36}
\end{array}
$$

This establishes an upper bound on the first term in the righthand side of (30). Using similar arguments, it is apparent that the next three terms in the right-hand side of (30) have
similar upper bounds, that is, there are positive constants $K_{10}$, $K_{11}$, and $K_{12}$ such that,

$$
\begin{gather*}
\mid \widetilde{\Theta}\left\{p _ { \lambda } ( t _ { i - 1 } ( \lambda ) ) ^ { T } \left[f_{i}\left(x_{\lambda}\left(t_{i-1}(\lambda)\right)\right)\right.\right. \\
\left.\left.-p_{0}\left(t_{i}(0)\right)^{T} f_{i}\left(x_{0}\left(t_{i}(0)\right)\right)\right]\right\} \mid \leq K_{10} \lambda,  \tag{37}\\
\mid \widetilde{\Theta}\left\{p_{\lambda}\left(t_{i}(\lambda)\right)^{T} f_{i}\left(x_{\lambda}\left(t_{i}(\lambda)\right)\right)\right. \\
\left.-p_{0}\left(t_{i-1}(0)\right)^{T} f_{i}\left(x_{0}\left(t_{i-1}(0)\right)\right)\right\} \mid \leq K_{11} \lambda,  \tag{38}\\
\mid \widetilde{\Theta}\left\{p_{\lambda}\left(t_{i}(\lambda)\right)^{T} f_{n_{i}\left(\lambda_{v}\right)+1}\left(x_{\lambda}\left(t_{i}(\lambda)\right)\right)-\right. \\
\left.p_{0}\left(t_{n_{i}\left(\lambda_{v}\right)}(0)\right)^{T} f_{n_{i}\left(\lambda_{v}\right)+1}\left(x_{0}\left(t_{n_{i}\left(\lambda_{v}\right)}(0)\right)\right)\right\} \mid \leq K_{12} \lambda . \tag{39}
\end{gather*}
$$

Finally, defining $K:=K_{6}+K_{9}+K_{10}+K_{11}+K_{12}$, Eq. (22) follows from (30) and (36)-(39). This completes the proof.

We can now establish the property of sufficient descent.
Proposition 4.1. For every $\varepsilon>0$ there exists $\eta>0$ such that, if $\left|\Theta_{N(m)}\right| \geq \varepsilon$ then

$$
\begin{equation*}
J\left(\bar{t}_{n e x t}\right)-J(\bar{t}(0)) \leq-\eta \tag{40}
\end{equation*}
$$

Proof. Consider a point $\bar{t}(0)$ with which Algorithm 2.1 enters Step 1. According to (9), unless $\Theta_{N(m)}=0$, the curve $\{\bar{t}(\lambda)\}$ separates the points $t_{i-1}(0)$ and $t_{i+1}(0)$ by reducing the former point and increasing the latter one. By (16), the lower branch of the curve stalls whenever $t_{i-1}(\lambda)=0$ for some $\lambda \geq 0$, and the upper branch stalls whenever $t_{i}(\lambda)=T$ for some $\lambda \geq 0$. Since this proposition concerns a local result, we can assume, without loss of generality, that neither branch of the curve stalls.

Fix $v=0,1,2, \ldots$, and consider $\lambda \in\left[\lambda_{\nu}, \lambda_{v+1}\right]$. By the mean value theorem and (17) there exists $\tilde{\lambda} \in\left[\lambda_{v}, \lambda\right]$ such that, $J(\bar{t}(\lambda))-J\left(\bar{t}\left(\lambda_{v}\right)\right)=\left(\lambda-\lambda_{v}\right)<\nabla J(\bar{t}(\tilde{\lambda})), \bar{h}\left(\lambda_{v}\right)>$. By Lemma 4.5 and the fact that $\tilde{\lambda}-\lambda_{v} \leq \lambda-\lambda_{v}$, we obtain that $J(\bar{t}(\lambda))-J\left(\bar{t}\left(\lambda_{v}\right)\right) \leq\left(\lambda-\lambda_{v}\right)\left(\lambda K+<\nabla J(\bar{t}(0)), \bar{h}\left(\lambda_{v}\right)>\right)$.

By (8)-(9) and the definition of $\bar{t}(0)$ (see Algorithm 2.1), $d J(\bar{t}(0)) / d \tau_{j}=-\Theta_{N(m)}$ for all $j \in\left\{k_{i-1}(0), \ldots, i-1\right\}$ and $d J(\bar{t}(0)) / d \tau_{j}=\Theta_{N(m)}$ for all $j \in\left\{i, \ldots, n_{i}(0)\right\}$, and hence, and by (15), $<\nabla J(\bar{t}(0)), \bar{h}\left(\lambda_{v}\right)>=-\left(n_{i}(0)-k_{i-1}(0)+\right.$ 1) $\left(\Theta_{N(m)}\right)^{2}$. Since $n_{i}(0)-k_{i-1}(0)+1 \geq 1$, we obtain that

$$
\begin{equation*}
<\nabla J(\bar{t}(0)), \bar{h}\left(\lambda_{v}\right)>\leq-\Theta_{N(m)}^{2} \tag{42}
\end{equation*}
$$

Thus, by (41) and (42), we have that

$$
\begin{equation*}
J(\bar{t}(\lambda))-J\left(\bar{t}\left(\lambda_{v}\right)\right) \leq\left(\lambda-\lambda_{v}\right)\left(\lambda K-\Theta_{N(m)}^{2}\right) \tag{43}
\end{equation*}
$$

Let us apply (43) to $\lambda_{j}$ and $\lambda_{j+1}$ in lieu of $\lambda_{v}$ and $\lambda$, respectively, to obtain,

$$
\begin{equation*}
J\left(\bar{t}\left(\lambda_{j+1}\right)\right)-J\left(\bar{t}\left(\lambda_{j}\right)\right) \leq\left(\lambda_{j+1}-\lambda_{j}\right)\left(\lambda_{j+1} K-\Theta_{N(m)}^{2}\right) \tag{44}
\end{equation*}
$$

Summing up (44) for $j=0, \ldots, v-1$, adding (43), noting that $\lambda_{j+1} \leq \lambda_{v} \leq \lambda$, and recalling that $\lambda_{0}=0$, we obtain,

$$
\begin{equation*}
J(\bar{t}(\lambda))-J\left(\bar{t}(0) \leq-\lambda\left(\left(\Theta_{N(m)}\right)^{2}-\lambda K\right)\right. \tag{45}
\end{equation*}
$$

Fix $\varepsilon>0$ and suppose that $\left|\Theta_{\underline{N}(m)}\right|>\varepsilon$. Define $\bar{\lambda}:=(1-$ $\alpha) \varepsilon^{2} / K$. Then, for all $\lambda \in[0, \bar{\lambda}], \Theta_{N(m)}^{2}-\lambda K \geq \Theta_{N(m)}^{2}-$ $\bar{\lambda} K=\Theta_{N(m)}^{2}-(1-\alpha) \varepsilon^{2} \geq \Theta_{N(m)}^{2}-(1-\alpha) \Theta_{N(m)}^{2}=\alpha \Theta_{N(m)}^{2}$. Therefore, and by (45), $J(\bar{t}(\lambda))-J(\bar{t}(0)) \leq-\lambda \alpha\left(\Theta_{N(m)}\right)^{2}$. By (18), we conclude that $\lambda_{\text {next }} \geq \bar{\lambda}$, and hence, $J\left(\bar{t}_{\text {next }}\right)-$
$J(\bar{t}(0)) \leq-\bar{\lambda} \alpha\left(\Theta_{N(m)}\right)^{2}$. By the definition of $\bar{\lambda}$ and the assumption that $\left|\Theta_{N(m)}\right|>\varepsilon$, we have that

$$
\begin{equation*}
J\left(\bar{t}_{n e x t}\right)-J(\bar{t}(0)) \leq-\frac{(1-\alpha) \alpha \varepsilon^{4}}{K} \tag{46}
\end{equation*}
$$

Defining $\eta$ to be the right-hand side of (46), (40) follows.
This leads us to the main result of the paper.
Theorem 4.1: If Algorithm 2.1 computes a sequence of iteration points $\left\{\bar{\tau}_{N(m)}\right\}_{m=1}^{\infty}$, then

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \Theta_{N(m)}=0 \tag{47}
\end{equation*}
$$

Proof: Follows immediately from Proposition 4.1 and Proposition 2.1.

We point out that numerical results with the algorithm have been reported on in [11].

## V. Conclusions

An algorithm for transition-mode optimization in autonomous hybrid dynamical systems was analyzed. The algorithm considered inserting new modes into the current modal structure by utilizing a variational formula. Based on the derivation of a gradient descent curve, proofs of sufficient descent and convergence of the algorithm were proved.
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