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Abstract— The paper considers the application of reference
governors to linear discrete-time systems with constraints on
state and output variables given by functional inequalities.
Properties and on-line computational procedures which fa-
cilitate the implementation of the reference governors for
linear systems with convex, convex quadratic, concave, and
mixed logical dynamic constraints of if-then type are discussed.
Two examples are considered. The first example is a three
dimensional spacecraft rendezvous and proximity maneuvering
problem where constraints are imposed on thrust magnitude,
velocity of approach, collision avoidance, and positioning within
the line-of-sight cone. While the spacecraft relative motion
dynamics in this problem can be treated as linear, two of the
constraints in this problem are convex quadratic and one of
the constraints is of mixed logical dynamic type. Our second
example is an electromagnetically actuated mass spring damper
that has linear dynamics, a linear constraint on position, and
a concave nonlinear constraint on the force due to nonlinear
dependence of force on the distance. The reference governor
based on the developments in this paper can elegantly and
effectively handle the prescribed constraints.

I. INTRODUCTION

Reference governors are a class of predictive control

algorithms for modifying reference commands to closed-loop

systems in order to avoid violation of pointwise-in-time state

and control constraints. Referring to Figure 1, the reference

governor modifies the reference command, r(t), to a virtual

reference command, v(t), whenever it becomes necessary

to enforce constraints on closed-loop variables. Set-bounded

disturbances or uncertainties, w(t), can also be considered,

however, in this paper, to simplify the exposition, we assume

that w(t) = 0.
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Fig. 1. Reference governor applied to a closed-loop (plant and controller)
system subject to constraints.

Reference governors were first proposed as continuous-

time algorithms [1] and afterwards developed in a discrete-

time framework [2], [3]. Alternative formulations and exten-

sions to linear systems with disturbances and to nonlinear

This research is supported in part by the National Science Foundation,
Award Number 1130160.

The authors are with the Department of Aerospace Engineer-
ing, University of Michigan, Ann Arbor, MI 48109, USA. Email:
{kalabic,ilya,elmerg}@umich.edu.

systems have appeared in [4], [5], [6], [7], [8], [9], and

references therein.

The reference governors are add-on schemes that, when-

ever possible, preserve the response of the nominal controller

designed by conventional control techniques. In addition, the

reference governors lend themselves to computationally ef-

ficient implementation for both linear and nonlinear systems

subject to disturbances and parameter uncertainties.

Approaches to reference governor design for nonlinear

systems exist [7], [10], [11], where the use of on-line simula-

tions or sub-level sets of Lyapunov functions to guard against

constraint violation is advocated. A special class of problems

that has not received much detailed attention is when the

system dynamics are linear but the output constraints are

specified by requiring that a set of nonlinear functional

inequalities be satisfied. It is a class of these problems that

is considered in this paper.

To motivate the above, we note that control constraints

may impede effective implementation of controllers based

on feedback linearization where nonlinear dynamics are

rendered linear by a coordinate transformation and an ap-

propriately defined feedback law. After the transformation

of the dynamics into the linear form, linear constraints on

the control input (now a function of the state as determined

by this feedback linearizing control law) become nonlinear.

In the paper, the case of convex constraints is considered

first (Section II-B), followed by treating a more special

case of convex quadratic constraints (Section II-C). The

main developments in these sections relate to computing the

reference governor parameter β(t) ∈ [0, 1] that links v(t) to

r(t),

v(t) = v(t− 1) + β(t)(r(t) − v(t− 1)). (1)

The reference governor functions by maximizing the value

of β(t) in (1) subject to β(t) being constraint-admissible.

We show that, in the case of convex constraints, a typical

situation is when the constraint-admissible values of β(t)
form a proper interval [0, βmax(t)] ⊆ [0, 1]. The value of

βmax(t) can be computed using bisections (or other root

finding procedures). In the case when the constraints are

convex and quadratic, βmax can be computed by solving a

simple quadratic equation. A similar approach of character-

izing the constraint-admissible values of β(t) and showing

that they form a proper interval is then applied in the case of

mixed logical dynamic constraints of if-then type (Section II-

D). Finally, concave nonlinear constraints are considered by

approximating them with dynamically reconfigurable linear

constraints (Section II-E).
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Furthermore, an application to a spacecraft rendezvous

and proximity maneuvering problem is considered (Section

III). While the model for the relative spacecraft motion in

this problem is linear, the constraints on thrust magnitude,

line-of-sight cone positioning and velocity of approach are

of quadratic and of if-then type. The reference governor

algorithm developed based on the results in this paper is

shown to successfully complete a docking maneuver with

another spacecraft moving around the Earth in a circular

orbit.

Finally, an application to an electromagnetically actuated

mass-spring-damper-system is considered (Section IV). The

constraint on the maximum force applied by the electromag-

net is shown to be concave and is handled using approxima-

tions with dynamically reconfigurable linear constraints.

II. REFERENCE GOVERNOR FOR NONLINEAR

CONSTRAINTS

We consider an application of reference governors to

discrete-time linear systems,

x(t+ 1) = Ax(t) +Bv(t),

y(t) = Cx(t) +Dv(t), (2)

where x is the n-vector state, v is the m-vector reference

governor output, and y is the p-vector system output. The

system (2) typically represents the combined closed-loop

dynamics of the plant and of the controller.

The state and control constraints can be represented by

constraints on closed-loop variables, y(t), and expressed as,

y(t) ∈ Y for all t ∈ Z
+, (3)

where Z
+ denotes the set of non-negative integers and Y is

a prescribed set. In this paper, we consider the case of Y
being specified by nonlinear functional inequalities, e.g.,

Y = {y : hi(y) ≤ 0, i = 1, . . . , r}, (4)

where hi are given functions.

For (2) and (4), the maximum constraint admissible set,

O∞(Y ), is defined as the set of all safe constant reference

governor outputs, v(t) ≡ ρ, and initial states, x(0), i.e.,

O∞(Y ) = {(ρ, x(0)) : y(t|0) ∈ Y,
v(t) = v(0) = ρ, ∀t ∈ Z

+}. (5)

Here, y(t+k|t) denotes the predicted output response of (2)

k steps ahead with v(t+ k) ≡ v(t) for k ∈ Z
+.

In many cases, O∞(Y ) has a finite determination property,

i.e., it is defined by a finite number of inequalities while sim-

ilar inequalities end up being redundant for all t > t∗. Under

appropriate assumptions [3], [6] such that A is Schur, (A,C)
is observable, Y is compact, 0 ∈ intY , and the allowed

range of v(t) is slightly tightened (by auxiliary constraints if

necessary) versus the steady-state admissible range, such a

t∗ is guaranteed to exist, and can be computed or estimated

offline, particularly for the convex case. Informally, t∗ (the

constraint horizon) is such that if the constraints are not

violated up to time t∗ for a constant v(t + k) ≡ v(t), they

are not violated for all future times. Any upper bound on t∗

may also be used in place of t∗.

The reference governor maximizes the value of β(t) ∈
[0, 1] subject to the constraints (v(t), x(t)) ∈ O∞(Y ).
Equivalently, the constraints involved in the optimization of

β(t) can be expanded as follows,

β(t) ∈ [0, 1],

y(t+ k|t) ∈ Y,

v(t+ k) = v(t− 1) + β(t)(r(t) − v(t− 1)), (6)

k = 0, . . . , t∗.

Ideally, we want the set, Y , in (3) to be a polyhedron, in

which case an explicit formula for the parameter β(t) can

be given [6].

We note that the existing results in [3], [6] for treating

the constrained problem for system (2) suject to constraints

(4) hold for any compact, convex set Y with 0 ∈ intY .

When Y is not polyhedral, it can be approximated by a

polyhedron. Such approximations may not be easy to obtain

or accurate (especially when y has multiple dimensions) and

it can lead to many linear inequalities and significant on-line

computational effort. The approach taken in this paper is

to use the linear model (2) to predict the output response

but treat the functions hi(y) directly as being nonlinear,

thereby avoiding the need for approximation by polyhedral

constraints. Results in [7] apply to the case of linear systems

with nonlinear constraints and can be used to guarantee

finite time convergence of v(t) to r(t) for several classes

of r(t). This is a desirable property indicating that after

transients caused by large changes in r(t), the reference

governor becomes inactive and nominal closed-loop system

performance is recovered. In this paper we therefore focus

on issues pertinent to the reference governor implementation

for several different classes of nonlinear constraints.

A. Output prediction

We need to predict the state and output of (2) at time,

t+k, given the state, x(t), at time, t, and assuming a constant

v(t+ k) = v(t) for k ≥ 0. We define,

Ψ
∆
= (I −A)−1B,

Γk
x

∆
= CAk,

Γk
v

∆
= (C − Γk

x)Ψ +D.

Then the predicted output k steps ahead of the current time,

t, can be expressed using the state transition formula for

linear discrete-time systems as,

y(t+ k|t) = Γk
xx(t) + Γk

vv(t). (7)

With (1), it follows that,

y(t+ k|t)
= Γk

xx(t) + Γk
v(v(t − 1) + β(t)(r(t) − v(t− 1))),

= Γk
xx(t) + Γk

vv(t− 1) + β(t)Γk
v(r(t) − v(t− 1)). (8)
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B. Convex constraints

Suppose that hi, i = 1, . . . , r, in (4) are convex functions

satisfying,

hi(αy1 + (1− α)y2) ≤ αhi(y1) + (1 − α)hi(y2)

∀i = 1, . . . , r, ∀y1, y2 ∈ R
p, 0 ≤ α ≤ 1. (9)

Consider now the values of β(t) in (8) such that hi(y(t +
k|t)) ≤ 0. By convexity of hi and linearity of y(t+ k|k) in

β(t), it follows that hi(y(t+ k|t)) with y(t+ k|t) given by

(8) is a convex function of β(t) ∈ [0, 1]. This in turn shows

that the set of allowed values for β(t) is either empty or is

a connected interval. In what follows, let the set be denoted

by

Kk
i = [βk

i,min, β
k
i,max] ⊆ [0, 1]. (10)

By intersecting the intervals Kk
i for all k = 0, . . . , t∗ and

i = 1, . . . , r, we obtain an admissible interval for the values

of β(t), which is denoted by K(t) = [βmin(t), βmax(t)].
The reference governor guarantees that the output response

with v(t + k) = v(t) satisfies the imposed constraints, and

hence it guarantees the recursive feasibility of β(t) = 0 , i.e.,

if v(−1) can be chosen for the given x(0), so that β(0) = 0
at the time instant 0, then there exist a feasible choice for

β(t), namely β(t) = 0 for t ≥ 0. This leads to the following

result.

Proposition 1: If hi, i = 1, . . . , r are convex and β(0) = 0
is feasible at the initial time 0, then an admissible interval

for the values of β(t) is of the form K(t) = [0, βmax(t)], and

the reference governor sets β(t) = βmax(t), 0 ≤ βmax(t) ≤ 1.

Proposition 1 leads to an easily implementable algorithm

to determine β(t). Set α = 1. For i = 1, . . . , r and k =
0, . . . , t∗, repeat: If hi(y(t+k|t)) > 0 where y(t+k) is given

by (8) with β(t) = α use bisections to find a scalar α+ on

the interval [0, α] such that hi(y(t+k|t)) = Γk
xx(t)+Γk

vv(t−
1)+β(t)Γk

v(r(t)−v(t−1)) = 0 with β(t) = α+. Update α =
α+. Typically, only a few bisections need to be performed.

Re-ordering the r× t∗ constraints to firstly evaluate the ones

active at the previous time instant can practically speed up

the computations.

C. Convex Quadratic constraints

Further simplifications in calculating Kk
i occur if hi are

convex quadratic constraints of the form,

yTQ̃y + S̃y + C̃ ≤ 0, (11)

where Q̃ = Q̃T ≥ 0.1

When constraints are of the form in (11), the algorithm

for determining Kk
i reduces to a simple and explicit formula

which is derived from the solution of the quadratic equation.

Suppressing times, superscripts, and subscripts (t, k, and

i) for readability, we define,

Q̄
∆
=

[

ΓT
xQ̃Γx ΓT

xQ̃Γv

ΓT
vQ̃Γx ΓT

vQ̃Γv

]

, (12)

S̄
∆
=

[

S̃Γx S̃Γv

]

. (13)

1The case where Q̃ = 0 is treated more specifically in [3].

In determining feasible values of β = β(t), i.e., the

interval K = K(t), we can set the left hand side of (11)

to zero,

yTQ̃y + S̃y + C̃ = 0, (14)

or

[

xT vT + β(r − v)T
]

Q̄

[

x
v + β(r − v)

]

+ S̄

[

x
v + β(r − v)

]

+ C̃ = 0. (15)

Expanding and collecting, this results in a quadratic equation

in β. Specifically, define

q̃
∆
=

[

0 (r − v)T
]

Q̄

[

0
r − v

]

,

s̃
∆
=

(

2
[

xT vT
]

Q̄+ S̄
)

[

0
r − v

]

,

c̃
∆
=

[

xT vT
]

Q̄

[

x
v

]

+ S̄

[

x
v

]

+ C̃.

Then (15) reduces to a quadratic equation in β, i.e.,

β2q̃ + βs̃+ c̃ = 0. (16)

If q̃ 6= 0, the solution to (16) is,

K =

[

−
√

s̃2 − 4q̃c̃− s̃

2q̃
,

√

s̃2 − 4q̃c̃− s̃

2q̃

]

⋂

[0, 1], (17)

and otherwise, if s̃ 6= 0, the solution is,

K =

]

−∞,− c̃

s̃

]

⋂

[0, 1] or

[

− c̃

s̃
,∞

[

⋂

[0, 1]. (18)

Otherwise, K = ∅ or [0, 1].

D. Mixed Logical Dynamic Constraints

We consider a set of constraints of the if-then type,

gi(y) > 0 → hi(y) ≤ 0, i = 1, . . . , r, (19)

where gi and hi are convex functions. Consistently with [8],

we refer to the constraint (19) as a mixed logical dynamic

(MLD) constraint, since this constraint depends on the output

variables that change dynamically.

The treatment of (19) relies on the observation that the set

of β(t) ∈ [0, 1] for which gi(y(t+k|t)) ≤ 0 where y(t+k|t)
is given by (8) is a (possibly empty) interval K̂k

i ⊆ [0, 1] and

the set of β(t) ∈ [0, 1] for which hi(y(t|t+k)) ≤ 0 is another

(possibly empty) interval Kk
i ⊆ [0, 1]. Then the set of β(t)

for which (19) is satisfied with y = y(t+ k|k) given by (8)

is also an interval, K̃k
i = [βk

i,min, β
k
i,max],

K̃k
i = [0, 1] ∩

(

K̂k
i ∪

(

K̂kC
i ∩Kk

i

))

, (20)

= [0, 1] ∩ K̂k
i ∩Kk

i (21)

where K̂kC
i is the complement of K̂k

i . Assuming that the

recursive feasibility of β(t) = 0 is preserved by the ref-

erence governor, it follows that βk
i,min = 0 and β(t) =

mink=0,...,t∗,i=1,...,r βk
i,max.
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While handling other classes of MLD constraints with

the reference governor is of interest, the confinement of

the values of β(t) to a single connected interval, which

considerably simplifies the treatment and the computations,

appears to be a unique property of if-then constraints.

E. Concave Constraints

Suppose that the constraints are defined by (3) and (4),

with hi being concave functions. In this case, we approx-

imate the constraints y(t + k|t) ∈ Y by the affine (and

therefore convex) constraints,

y(t+ k|t) ∈ Yc(t),

where

Yc(t) = {y : hi(yi,∗(t)) + h′

i(yi,∗(t))(y − yi,∗(t)) ≤ 0},
i = 1, . . . , r, (22)

and Yc(t) ⊂ Y . Here yi,∗(t) can depend on t or x(t) so that

the linear constraints in (22) are dynamically reconfigurable

online. Since hi are concave functions, y(t + k|t) ∈ Yc(t)
implies that y(t+k|t) ∈ Y . In addition to computing β(t), we

now also need to compute yi,∗(t). We note that this approach

guarantees the recursive feasibility.

Proposition 2: If yi∗(0), i = 1, . . . , r exist such that

β(0) = 0 is feasible, then β(t) = 0 and yi,∗(t) = yi,∗(t− 1)
are feasible for t > 0.

While the constraints can be satisfied using the reference

governor, the conditions guaranteeing the convergence of

v(t) to r(t) for a constant r(t) appear to be considerably

more involved.

III. EXAMPLE 1: SATELLITE RENDEZVOUS AND

PROXIMITY MANEUVERING

We use an example of spacecraft rendezvous and proxim-

ity maneuvering to illustrate the reference governor capabil-

ity to handle nonlinear convex quadratic constraints and con-

straints of mixed logical dynamic type. While the constraints

are nonlinear, the use of a linear model to represent the

spacecraft relative motion dynamics is standard [12], [13].

In our previous work [14], various approximations had to

be employed to deal with the same constraints as in this

paper, while using computationally effective linear quadratic

MPC solutions. The need to make these approximations is

avoided altogether with the reference governor, while the

nominal unconstrained control strategy need not be replaced

by a new controller.

A. Problem formulation

Let there be two spacecraft; one “Chief” and one

“Deputy”, with the Deputy performing a rendezvous with

the Chief, while the Chief orbits around the Earth along the

circular orbit. In this problem, we attach the non-inertial

Hill frame to the Chief, in which the 1-2-3 axes point

respectively in the radial direction away from earth, the

along-track direction towards the Chief’s motion, and in the

cross-track direction towards the Chief’s angular momentum.

Linearizing and not considering perturbation effects, the

discrete Hill-Clohessy-Wiltshire (HCW) equations,

x(t+ 1) = A0x(t) +B0u(t), (23)

describe the motion of the Deputy in the Hill frame [15],

where x(t) =
[

x1 x2 x3 ẋ1 ẋ2 ẋ3

]T
is the state

vector of the Deputy’s positions and velocities in the 3 axes,

and u(t) =
[

F1 F2 F3

]T
is the vector of thrust forces

with entries corresponding to the axes.

Since the reference governor is an add-on control algo-

rithm, we first design a feedback linear-quadratic regulator

(LQR), K , to control the Deputy in the Hill frame. For

our solution, we choose our Q and R cost matrices to be

Q = diag(100, 1, 100, 0, 0, 0) and R = I , penalizing the

1- and 3-directions more than the 2-direction, in which the

Deputy approaches the Chief’s “dock”. We further introduce

a feed-forward gain, G, so that v(t) ∈ R
3 becomes the

reference position of the Deputy, with u(t) = Gv(t). The

closed loop dynamics are,

x(t+ 1) = (A0 +BK)x(t) + B0Gv(t) (24)

= Âx(t) + B̂v(t). (25)

Furthermore, we define the C and D matrices such that

the output consists of all the states and reference inputs,

y(t) = Cx(t) +Dv(t) =

[

I
0

]

x(t) +

[

0
I

]

v(t). (26)

We are now able to use the reference governor theory

to satisfy constraints. The first is the line-of-sight (LOS)

constraint or the requirement that the Deputy stay within

a half-cone in the along-track direction so that the Chief can

visually detect it. This is described as a half-cone with its

center 1m behind the docking point, and within a 15◦ half-

angle. In convex quadratic form, this is written as,

h1(y) = x2
1 + x2

3 − tan2 15◦(x2 + 1)2 (27)

= x2
1 − (7− 4

√
3)x2

2 + x2
3

− 2(7− 4
√
3)x2 − (7− 4

√
3) ≤ 0 (28)

The second constraint is that the Deputy must always stay

in front of the docking point in the along-track direction,

h2(y) = −x2 ≤ 0. (29)

The third constraint is that of thrust limitation and is of

convex quadratic type: the maximum force allowed is 4N,

h3(y) = uTu− 42 (30)

= (Kx+Gv)T(Kx+Gv)− 42 (31)

=
[

xT vT
]

[

KTK KTG
GTK GTG

] [

x
v

]

− 42 ≤ 0. (32)

We assume that the spacecraft is reoriented instantaneously

to provide the thrust vector. The thrust magnitude is realized

through the modulation of thruster on/off times [13].
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The final constraint is MLD. If the spacecraft approaches

to within 1m of the dock in the along-track direction, then

its speed must be less than 0.1m/s.

g4(y) = −x2 + 1 > 0 →
h4(y) = ẋ2

1 + ẋ2
2 + ẋ2

3 − 0.12 ≤ 0. (33)

B. Simulation Results

In this section, we present an example that uses the above

algorithms and guarantees adherence of the system to all

constraints.

Using a sampling period of h = 0.1s, the constraint-

admissible initial conditions for the Deputy are chosen to be

(in meters), x(0) =
[

100 1000 200 0 0 0
]T

; these

imply that, u(0) =
[

100 1000 200
]T

. Setting r(t) =
0, ∀t, we obtain the desired control dynamics.
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Fig. 2. The trajectory of the Deputy in the 1-2 and 2-3 planes of the Hill
frame, resp. (dotted), with constraint boundaries (solid) and docking point
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Fig. 3. The close-up view of the trajectory of the Deputy in the 1-2 and 2-3
planes of the Hill frame, resp. (dotted), with constraint boundaries (solid)
and docking point (x)
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Fig. 5. The along-track position (dot-dashed) and the relative velocity in
the Hill frame (dotted) along with soft-docking constraint boundaries (solid)

The resulting trajectory is shown in Fig. 2, showing

the Deputy staying within the LOS-cone as it approaches

the Chief. Fig. 3 shows the trajectory close up, with the

additional constraint that the deputy stay in the positive half-

plane in the along-track direction. As it comes close to the

Chief, the Deputy moves to the side in order to stay within

the LOS-cone and finally perpendicularly docks with the

Chief.

The other two constraints are also satisfied, as shown in

Figs. 4 and 5. In Fig. 4, the force of the thrust never exceeds

4N and in Fig. 5, when the along-track position is less than

1m (after the 189.4s mark), the Deputy is guaranteed to have

a relative velocity of at most 0.1m/s.

IV. EXAMPLE 2: ELECTROMAGENTICALLY ACTUATED

MASS-SPRING DAMPER SYSTEM

In this section, we apply the reference governor to the

electromagnetically actuated mass-spring damper system,

considered in [16]. A nonlinear reference governor was
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applied to this example in [7]. Here we demonstrate an

alternative treatment of this example using linear system

model and nonlinear constraint model.

A. Problem Formulation

The system is described as:

[

ẋ1

ẋ2

]

=

[

0 1
−k/m −c/m

] [

x1

x2

]

+

[

0
1/m

]

u, (34)

u =
αiµ

(d0 − x1)γ
, (35)

where x1, x2, and i are the position and velocity of the mass

and the applied current, respectively. The rest are parameters

with values as in [7]: α = 4.510−5, µ = 1.92, γ = 1 :
99, c = 0.6590, k = 38.94, d0 = 0.0102, m = 1.54.

As in [7], we choose feedback and feedforward gains, K =
[0 − cd] and G = k, where cd = 4.0, so that the system is

in the form of (24) and u = kv− cdx2. We delay the choice

of the C and D matrices until formulating the constraints.

The first constraint present in the system is that the

position of the mass cannot get too close to the actuator,

h1(y) = x1 − 0.008 ≤ 0. (36)

The other two constraints are related to actuator limita-

tions:

0 ≤ u ≤ αiµmax

(d0 − x1)γ
, (37)

where imax is the maximum current available in the electro-

magnet. The left-hand side of the constraint is a simple linear

constraint,

h2(y) = −u = cdx2 − kv ≤ 0. (38)

The right-hand side is nonlinear in x1. To handle this, we

linearize the constraint about (x̄1, ū) at which the constraint

is active so that

0 ≥ (u − ū)− αγiµmax

(d0 − x̄1)γ+1
(x1 − x̄1) (39)

= u− αiµmax

(d0 − x̄1)γ
− αγiµmax

(d0 − x̄1)γ+1
(x1 − x̄1) (40)

This approach is visualized in Fig. 6 and satisfies the

requirement for Proposition 2 to apply. To deal with this

constraint, we define two new variables,

ξ0
∆
=

αiµmax

(d0 − x̄1)γ
, ξ1

∆
=

αγiµmax

(d0 − x̄1)γ+1
. (41)

If these, along with x̄1, are treated as constant state variables,

then this creates a constraint that is linear with respect to the

non-constant states,

h3(y) = −x1ξ1 + x̄1ξ1 − cdx2 − ξ0 + kv. (42)
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Fig. 6. The upper limit on the control, u(t), with the nonlinear limit
(dashed) and the linearized limit (solid) about an equilibrium, 0.006m

B. Simulation Results

Following the example in [7], we choose initial conditions,

x1(0) = 0 and x2(0) = 0.012 and a time-step of 0.01s.

We then run two simulations, with imax = 0.5342 and

with imax = 0.365. The former limit corresponds to that

in [7], but the latter is close to the minimum limit that

is needed to achieve any equilibrium position within the

commanded range in steady-state [17]. The simulations for

the two situations, along with the unconstrained case, are

presented in Figs. 7-9.
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Fig. 7. The mass position response in the three cases: unconstrained
(thin-solid), imax = 0.5342 (dashed), and imax = 0.365 (dot-dashed), with
constraint shown by a horizontal line.

In Figs. 7 and 8, we see that the reference governor takes

two different approaches depending on the current limitation.

For the larger limit, it acts similarly to the unconstrained

case, the reason for which can be seen in Fig. 9, where

umax(t), the maximum allowed value of the control at time,

t, is plotted alongside u(t); the actuator limits in the latter

are active for a longer period of time since there is not much
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Fig. 8. The current response in the three cases: unconstrained (thin-solid),
imax = 0.5342 (dashed), and imax = 0.365 (dot-dashed), with constraints
shown by horizontal lines.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

c
o
n
tr

o
l,
 u

(t
)

time (t)

Fig. 9. The control response in two cases: imax = 0.5342 (dashed) and
imax = 0.365 (dot-dashed), with respective constraints, umax (solid)

difference between the available current and the maximum

equilibrium current. Furthermore, Fig. 9 shows a seperation

between the control limit and the governed input; this is due

to sequential linearizations and suggests that decreasing the

time-step and therefore more frequent approximations would

result in better response.

V. CONCLUSION

In this paper, we considered an application of the ref-

erence governor to linear system models but with nonlinear

constraints. This case frequently occurs in practice, including

when feedback linearization is used. We discussed different

cases: convex, convex quadratic, mixed logical dynamic (“if-

then”), and concave constraints. The computations can be

arranged elegantly and in the same spirit as the explicit

solution [6] for the linear reference governor with linear

constraints. Finally, using the developed ideas, we have pre-

sented an effective treatment of constraints in the examples of

spacecraft rendezvous as well as for an electromagnetically

actuated mass spring damper system.

Future work will proceed in two directions: The first

direction will be concerned with extending the treatment to

the command and extended command governor cases and the

second will be to enlarge the classes of nonlinear and mixed

logical dynamic constraints that can be effectively treated.
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