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#### Abstract

In this paper a new consensus based algorithm for decentralized recursive estimation of parameters in linear discrete-time stochastic errors-in-variables MIMO systems is proposed. One starts from a multi-agent setting, in which an agent has access only to a subset of noisy input-output variables. The proposed algorithm consists of two stages. The first stage is based on a combination of local stochastic approximation algorithms for estimating input-output covariance functions based on locally available measurements and a dynamic first order consensus scheme. At the second stage each agent utilizes a stochastic approximation algorithm with expanding truncations for generating all system parameter estimates on the basis of current estimates of the matrices in the modified Yule-Walker equations obtained at the first stage. In the given convergence analysis it is proved that the estimates of the covariance functions and the overall parameter estimates converge almost surely to their true values under appropriate assumptions concerning system properties and the multi-agent network topology.


## I. Introduction

Theory and practice of complex and large scale systems has been focused on decentralized methods for control and estimation, e.g., [1], [2]. Considering a dynamic system as an interconnection of subsystems, which may be either physical entities of mathematical abstractions, it is possible to achieve reduction of dimensionality in control and estimation problems, as well as to increase robustness and reliability (see, e.g., [1]). In many real life situations designers of control systems are faced with inherent decentralized information structure constraints, leading to different types of decentralized design or decentralized implementation.

A lot of attention has been paid recently to networked control systems, multi-agent systems and sensor networks, e.g., [3]. Many efficient methodologies have been theoretically developed and applied in practice. It has been found that one of very successful methodologies for getting efficient compromises between decentralization and global functioning of large scale systems is based on dynamic consensus schemes, e.g., [4]-[8]. Within the framework of decentralized methods for large scale systems, consensus has been applied to state estimation, optimization and control, e.g., [9]-[13].

[^0]Decentralized identification of dynamic systems has not been yet considered in the literature from a general standpoint (to the best of the authors' knowledge). The main problem is the contradiction between decentralized data acquisition implied by the information structure constraints, on the one side, and the overall interconnectedness between the model variables and functioning of the system as a whole, on the other.

The concept of decentralized identification of a given multivariable large scale system developed in this paper starts from a multi-agent setting in which an agent has access only to a subset of noisy input and output measurements, in accordance with the given information structure constraints. The task of every agent is to obtain estimates of the overall system parameters in real time, without recurring to any type of centralized strategy or fusion center. The contradiction between the global nature of the task and local constraints is resolved by introducing communications between the agents, implementing a dynamic consensus strategy.

It will be assumed that the system to be identified is represented by a linear MIMO (multiple input - multiple output) model with the input generated by a MIMO ARMA model [14], [15]. The assumed measurement setting represents a generalization of the basic errors-in-variables identification problem [16], [17]. The starting point is to construct an algorithm in which the agents recursively estimate a set of input - output covariance functions using a dynamic consensus scheme by algorithms of stochastic approximation type, applying the methodology from [9]-[11], and extending the idea presented in [18]. The obtained current covariance estimates are then used within a stochastic approximation scheme with expanding truncations in order to generate recursively estimates of the overall system model parameters using the modified Yule-Walker equations [14], [18], [19].

The paper is organized as follows. Section II contains the problem formulation and the proposed algorithm definition, while Section III is devoted to the convergence analysis.

## II. Problem Definition and Algorithm Formulation

Consider a linear dynamic MIMO system described by

$$
\begin{equation*}
A(z) y(t)=B(z) u(t) \tag{1}
\end{equation*}
$$

where $t$ is a discrete time instant, $z$ stands for the backward shift operator, $y(t) \in R^{n}$ and $u(t) \in R^{m}$ are the input and output vectors, respectively, while $A(z)=I+A_{1} z+$ $\cdots+A_{\nu_{a}} z^{\nu_{a}}$ and $B(z)=B_{1} z+\cdots+B_{\nu_{b}} z^{\nu_{b}}$, where
$A_{i}=\operatorname{diag}\left\{a_{1}^{[i]}, \ldots, a_{n}^{[i]}\right\}, i=1, \ldots, \nu_{a}$, and $B_{i}=\left[b_{j k}^{([i]}\right]$, $i=1, \ldots, \nu_{b}, j=1, \ldots, n, k=1, \ldots, m$.

The input $u(t)$ is assumed to be a MIMO ARMA process generated by

$$
\begin{equation*}
P(z) u(t)=Q(z) \varepsilon(t) \tag{2}
\end{equation*}
$$

where $P(z)=I+P_{1} z+\cdots+P_{\nu_{p}} z^{\nu_{p}}$ and $Q(z)=$ $I+Q_{1} z+\cdots+Q_{\nu_{q}} z^{\nu_{q}}, P_{i}=\operatorname{diag}\left\{p_{1}^{[i]}, \ldots, p_{n}^{[i)]}\right\}, i=$ $1, \ldots, \nu_{p}$, and $Q_{i}=\left[q_{j k}^{[i]}\right], i=1, \ldots, \nu_{q}, j=1, \ldots, m, k=$ $1, \ldots, m$. The sequence $\{\varepsilon(t)\}$ is assumed to be composed of i.i.d. $m$-dimensional zero mean random vectors satisfying $E\left\{\varepsilon(t) \varepsilon(t)^{T}\right\}=R_{\varepsilon}$ and $E\left\{\|\varepsilon(t)\|^{4}\right\}<\infty$.

A compact representation of (1) and (2) is given by $G(z) z(t)=S(z) \varepsilon(t)$, where $G(z)=\left[\begin{array}{c:c}A(z) & -B(z) \\ \hdashline 0 & P(z)\end{array}\right]=$ $I+G_{1} z+\cdots+G_{\nu} z^{\nu}$ and $S(z)=[\ldots \ldots \ldots]=.S_{0}+S_{1} z+$ $\cdots+S_{\nu} z^{\nu}$, while $\nu=\max \left(\nu_{a}, \nu_{b}, \nu_{p}, \nu_{q}\right)$ [14], [15].

Set $Y_{j}(t-1)=\left[y_{j}(t-1) \cdots y_{j}\left(t-\nu_{a}\right)\right]^{T}, U_{k}(t-1)=$ $\left[u_{k}(t-1) \cdots u_{k}\left(t-\nu_{b}\right)\right]^{T}, \varphi_{j}(t)=\left[Y_{j}(t)^{T}: U_{1}(t)^{T} \cdots\right.$ $\left.U_{m}(t)^{T}\right]^{T}$, and

$$
\begin{gathered}
\theta_{j}^{y}=\left[-a_{j}^{[1]} \cdots-a_{j}^{\left[\nu_{a}\right]}: b_{j 1}^{([1]} \cdots b_{j 1}^{\left[\nu_{b}\right]}: \cdots \vdots b_{j m}^{[[1]} \cdots b_{j m}^{\left[\nu_{b}\right]}\right] \\
\theta_{k}^{u}=\left[-p_{k}^{[1]]}: \cdots-p_{k}^{\left[\nu_{p}\right]}\right]
\end{gathered}
$$

$j=1, \ldots, n, k=1, \ldots, m$. Let, also, $\Phi(t)=$ $\operatorname{diag}\left\{\varphi_{1}(t), \ldots, \varphi_{n}(t)\right\}, \Psi(t)=\operatorname{diag}\left\{U_{1}(t), \ldots, U_{m}(t)\right\}$, $\theta^{y}=\operatorname{diag}\left\{\theta_{1}^{y}, \ldots, \theta_{n}^{y}\right\}, \theta^{u}=\operatorname{diag}\left\{\theta_{1}^{u}, \ldots, \theta_{m}^{u}\right\}$. From (1) and (2) we have

$$
z(t)=\left[\begin{array}{c}
y(t)  \tag{3}\\
\hdashline \cdots(t)
\end{array}\right]=\theta^{T} Z(t-1)+[\ldots \ldots \ldots \ldots . . .
$$

where $\theta=\operatorname{diag}\left\{\theta^{y}, \theta^{u}\right\}$ is the parameter matrix and $Z(t)=$ $\operatorname{diag}\{\Phi(t), \Psi(t)\}$.

Assume that $N$ autonomous agents perform input-output measurements in such a way that every agent has access to a subset of input/output variables contaminated by local additive measurement noises. Let the index sets $S_{u}^{(i)}=$ $\left\{m_{1}^{(i)}, \ldots, m_{\sigma_{u}^{(i)}}^{(i)}\right\} \subseteq\{1, \ldots, n\}, S_{y}^{(i)}=\left\{l_{1}^{(i)}, \ldots, l_{\sigma_{y}^{(i)}}^{(i)}\right\} \subseteq$ $\{1, \ldots, m\},\left(\sigma_{u}^{(i)} \leq m, \sigma_{y}^{(i)} \leq n\right)$ determine the indices of the components of the vectors $u(t)$ and $y(t)$ accessible to the $i$-th agent (the index sets can be overlapping). Accordingly, define the vector $z^{(i)}(t)$ (derived from $z(t)$ in (3)), which contains as its nonzero components the measurements acquired by the $i$-th agent, as

$$
z^{(i)}(t)=\left[\begin{array}{c}
y^{(i)}(t)  \tag{4}\\
\hdashline \cdots \ldots \\
u^{(i)}(t)
\end{array}\right]=\left[\begin{array}{c}
{\left[y(t)+\xi^{(i)}(t)\right] I_{y}^{(i)}(t)} \\
\hdashline \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
{\left[u(t)+\eta^{(i)}(t)\right] I_{u}^{(i)}(t)}
\end{array}\right],
$$

where $\xi^{(i)}(t)$ and $\eta^{(i)}(t)$ are measurement noise vectors, while $I_{y}^{(i)}(t)=\operatorname{diag}\left\{I_{y, 1}^{(i)}(t), \ldots, I_{y, n}^{(i)}(t)\right\}$ and $I_{u}^{(i)}(t)=$ $\operatorname{diag}\left\{I_{u, 1}^{(i)}(t), \ldots, I_{u, m}^{(i)}(t)\right\}$, where $\left\{I_{y, j}^{(i)}(t)\right\}$ and $\left\{I_{u, k}^{(i)}(t)\right\}$, $j=1, \ldots, n, k=1, \ldots, m$, are random binary sequences independent from the system variables such that, for all $t$,
$P\left\{I_{y, j}^{(i)}(t)=1\right\}>0$ when $j \in S_{y}^{(i)}$ and $P\left\{I_{u, k}^{(i)}(t)=1\right\}>0$ when $k \in S_{u}^{(i)}$; otherwise, $P\left\{I_{u, j}^{(i)}(t)=1\right\}=0$ and $P\left\{I_{u, k}^{(i)}(t)=1\right\}=0$. Randomness of $I_{y}^{(i)}(t)$ and $I_{u}^{(i)}(t)$ is introduced in order to model intermittent measurements.
The input and output measurement noise vector sequences $\left\{\eta^{(i)}(t)\right\}=\left\{\left[\eta_{1}^{(i)}(t) \cdots \eta_{m}^{(i)}(t)\right]^{T}\right\}$ and $\left\{\xi^{(i)}(t)\right\}=$ $\left\{\left[\xi_{1}^{(i)}(t) \cdots \xi_{n}^{(i)}(t)\right]^{T}\right\}, i=1, \ldots, N$, are assumed to be i.i.d. zero mean sequences mutually independent and independent from $\{\varepsilon(t)\}$, satisfying $E\left\{\xi^{(i)}(t) \xi^{(i)}(t)^{T}\right\}=$ $R_{\xi}^{(i)}, E\left\{\eta^{(i)}(t) \eta^{(i)}(t)^{T}\right\}=R_{\eta}^{(i)}, E\left\{\left\|\xi_{j}^{(i)}(t)\right\|^{4}\right\}<\infty$ and $E\left\{\left\|\eta_{k}^{(i)}(t)\right\|^{4}\right\}<\infty$, for all $t$.

According to (3), we introduce also $Y_{j}^{(i)}(t), U_{k}^{(i)}(t)$, $\varphi_{j}^{(i)}(t), \Phi^{(i)}(t), \Psi^{(i)}(t)$ and $Z^{(i)}(t), i=1, \ldots, N, j=$ $1, \ldots, n, k=1, \ldots, m$ as the "noisy" versions of $Y_{j}(t)$, $U_{k}(t), \varphi_{j}(t), \Phi(t), \Psi(t)$ and $Z(t)$, respectively. Similarly, we construct $\tilde{Y}_{j}^{(i)}(t), \tilde{U}_{k}^{(i)}(t), \tilde{\varphi}_{j}^{(i)}(t), \tilde{\Phi}^{(i)}(t), \tilde{\Psi}^{(i)}(t)$ and $\tilde{Z}^{(i)}(t)$ in the same way as $Y_{j}^{(i)}(t), U_{k}^{(i)}(t), \varphi_{j}^{(i)}(t), \Phi^{(i)}(t)$, $\Psi^{(i)}(t)$ and $Z^{(i)}(t), i=1, \ldots, N, j=1, \ldots, n, k=$ $1, \ldots, m$, but with $\tilde{Y}_{j}^{(i)}(t)=\left[y_{j}^{(i)}(t) \cdots y_{j}^{(i)}(t-\mu)\right]^{T}$ and $\tilde{U}_{k}^{(i)}(t)=\left[u_{k}^{(i)}(t) \cdots u_{k}^{(i)}(t-\mu)\right]^{T}$ instead of $Y_{j}^{(i)}(t), U_{k}^{(i)}(t)$, respectively, where $\mu$ is a selected integer.

We assume that $A(z)$ and $P(z)$ are stable matrices, so that $\{z(t)\}$ is a stationary and ergodic sequence with $E\left\{\|z(t)\|^{2}\right\}<\infty$, and

$$
E\left\{z(t) z(t-\tau)^{T}\right\}=R^{z z}(\tau)=\left[\begin{array}{ll}
R^{y y}(\tau) & R^{y u}(\tau)  \tag{5}\\
R^{u y}(\tau) & R^{u u}(\tau)
\end{array}\right]
$$

where $R^{y y}(\tau)=\left[r_{k l}^{y y}(\tau)\right]_{n \times n}=E\left\{y(t) y(t-\tau)^{T}\right\}$, $R^{y u}(\tau)=\left[r_{k l}^{y u}(\tau)\right]_{n \times m}=E\left\{y(t) u(t-\tau)^{T}\right\}$ and $R^{u u}(\tau)=$ $\left[r_{k l}^{u u}(\tau)\right]_{m \times m}=E\left\{u(t) u(t-\tau)^{T}\right\}$. Introduce $\lambda$ such that $\mu_{\tilde{Z}} \geq \lambda>\nu_{q}$, so that we obtain, after multiplying (3) with $\tilde{Z}(t-1-\lambda)$ from the right and taking the mathematical expectation, the following modified Yule-Walker equations

$$
\begin{equation*}
W=\theta^{T} G \tag{6}
\end{equation*}
$$

where $W=E\left\{z(t) \tilde{Z}(t-1-\lambda)^{T}\right\}$ and $G=E\{Z(t-$ 1) $\left.\tilde{Z}(t-1-\lambda)^{T}\right\}$ [18], [19]. Solving (6) one obtains, in general, $\hat{\theta}=W G^{+}+\theta_{0}\left(I-G G^{+}\right)$, where $\theta_{0}$ is any matrix with appropriate dimensions; the necessary and sufficient condition for uniquely defining $\theta$ from (6) is non-degeneracy of $G\left(A^{+}\right.$stands for the pseudoinverse of a matrix $\left.A\right)$, [18].

Based on the exposed formal setting we formulate the problem of distributed identification of the system represented by (1) and (2) as the problem of estimating the parameter matrix $\theta$ in (3) in real time by all the agents using only local measurements described in (4), by allowing inter-agent communication of local (partial) identification results (not of measurements themselves), without recurring to any type of fusion center. The formulated problem belongs to system identification problems of errors-in-variables type (see, e.g., [16]); the problem is, however, specific, due to the given information structure constraints.

Estimation of the correlation functions between the measured input-output variables represents a firm starting point
for the formulated identification task, since it can be done locally irrespective of the functioning of the rest of the system (see also, e.g., [20]). By interchanging the local correlation function estimates between the agents using the available communication links one can circumvent the given information structure constraints and get a model of the system as a whole. Once an estimate of input/output correlation functions is available to all the agents, they can locally estimate all the system parameters by using, for example, the above formulated modified Yule-Walker equations (6).

We propose the following distributed recursive algorithm based on stochastic approximation for estimating the unknown parameter matrix $\theta$ in (3) by all $N$ agents:

$$
\begin{align*}
& \bar{G}^{(i)}(t)=G^{(i)}(t-1)+ \\
& +\frac{1}{t}\left[Z^{(i)}(t-1) \tilde{Z}^{(i)}(t-\lambda-1)^{T}-\tilde{G}^{(i)}(t-1)\right]  \tag{7}\\
& \quad \operatorname{vec}\left\{G^{(i)}(t)\right\}=\sum_{j=1}^{N} C_{i j}^{G}(t) \operatorname{vec}\left\{\bar{G}^{(j)}(t)\right\}  \tag{8}\\
& \bar{W}^{(i)}(t)=W^{(i)}(t-1)+ \\
& \quad+\frac{1}{t}\left[z^{(i)}(t) \tilde{Z}^{(i)}(t-\lambda-1)^{T}-\tilde{W}^{(i)}(t-1)\right]  \tag{9}\\
& \quad \operatorname{vec}\left\{W^{(i)}(t)\right\}=\sum_{j=1}^{N} C_{i j}^{W}(t) \operatorname{vec}\left\{\bar{W}^{(j)}(t)\right\}  \tag{10}\\
& \theta^{(i)}(t)=\bar{\theta}^{(i)}(t-1) I_{\left[\left\|\bar{\theta}^{(i)}(t-1)\right\| \leq M\left(\sigma^{(i)}(t-1)\right)\right]}  \tag{11}\\
& \bar{\theta}^{(i)}(t-1)=\theta^{(i)}(t-1)+ \\
& +\frac{1}{t} G^{(i)}(t)\left[W^{(i)}(t)^{T}-G^{(i)}(t)^{T} \theta^{(i)}(t-1)\right]  \tag{12}\\
& \sigma^{(i)}(t)=\sigma^{(i)}(t-1)+I_{\left[\left\|\bar{\theta}^{(i)}(t-1)\right\|>M\left(\sigma^{(i)}(t-1)\right)\right]} \tag{13}
\end{align*}
$$

where:

- $G^{(i)}(t), W^{(i)}(t)$ and $\theta^{(i)}(t)$ are the current estimates of $G, W$ and $\theta$ in the model (3) generated by the $i$-th agent at the instant $t$ (the initial values $G^{(i)}(0), W^{(i)}(0)$ and $\theta^{(i)}(0)$ are arbitrary and finite almost surely),
- $\tilde{G}^{(i)}(t)$ and $\tilde{W}^{(i)}(t)$ are obtained from $G^{(i)}(t)$ and $W^{(i)}(t)$ by inserting zeros at those places where the elements of $Z^{(i)}(t) \tilde{Z}^{(i)}(t-\lambda)^{T}$ and $z^{(i)}(t+1) \tilde{Z}^{(i)}(t-\lambda)^{T}$, respectively, are equal to zero, as a consequence of the fact that the corresponding instantaneous values of the indices $I_{y, j}^{(i)}($. and $I_{u, k}^{(i)}($.$) are equal to zero (accessibility of measurements,$ intermittent observations),
- vec $\{A\}$ denotes the column vector obtained by concatenating all the column vectors of $A$,
- $I_{[A]}$ denotes the indicator of an $\omega$-set: $I_{[A]}=1$ if $\omega \in A$ and $I_{[A]}=0$ if $\omega \notin A$,
- $M\left(\sigma^{(i)}(t)\right)$ is a monotonically increasing function to be specified later;
- matrices $C_{i j}^{G}(t)$ and $C_{i j}^{W}(t)$, defining communications between the agents, are assumed to be given by $C_{i j}^{G}(t)=$
$J_{i j}(t) \bar{C}_{i j}^{G}(t)$ and $C_{i j}^{W}(t)=J_{i j}(t) \bar{C}_{i j}^{W}(t)$, where $\bar{C}_{i j}^{G}(t)$ and $\bar{C}_{i j}^{W}(t)$ are diagonal matrices with positive elements (see, e.g., [9]-[11]), while $J_{i i}(t)=1, i=1, \ldots, N$ and $\left\{J_{i j}(t)\right\}$, $i, j=1, \ldots, N, i \neq j$, are scalar random binary sequences satisfying $P\left\{J_{i j}(t)=1\right\}>0$ for $(i, j) \in \mathcal{E} \subset\{1, \ldots N\} \times$ $\{1, \ldots, N\}$, where the set $\mathcal{E}$ specifies the communication structure constraints, i.e., the existing communication links between the agents (pair $(i, j)$ denotes the directed link from the agent $j$ to the agent $i$ ); otherwise, $P\left\{J_{i j}(t)=1\right\}=0$;
- $\sum_{j=1}^{N} C_{i j}^{G}(t)=I$ and $\sum_{j=1}^{N} C_{i j}^{W}(t)=I$ for all $t$ and $i$.

The algorithm consists formally of two main parts, the first consisting of two consensus based stochastic approximation algorithms for estimating covariance matrices $G$ and $W$ in (6) (algorithms (7) and (8)), and the second representing a recursive algorithm for final estimation of the model parameters $\theta$ in (6) using the currently available covariance estimates (algorithm (9)). The algorithm represents an extension to the decentralized multi-agent case of the algorithm proposed in [18] for centralized errors-in-variables identification.

In this way, the whole algorithm extends the idea of combining recursive state and parameter estimation algorithms with the first order consensus scheme (presented in [9]-[11]) to the problem of system identification. Recall that recursions of stochastic approximation type with consensus have been discussed from a general standpoint in [21], proposed for distributed optimization in [4] and applied to parameter estimation in linear static regression models in [11].

It will be adopted that the communication links between the agents with positive communication probabilities are represented by a directed graph $G=\{\mathcal{N}, \mathcal{E}\}$, where $\mathcal{N}$ is the node set, and $\mathcal{E}$ the edge set. Correspondingly, it is possible to compose the overall communication (consensus) matrix $C^{\text {net }}(t)=\left[C_{i j}^{G W}(t)\right], i, j=1, \ldots, N$, where $C_{i j}^{G W}(t)=$ $\operatorname{diag}\left\{C_{i j}^{G}(t), C_{i j}^{W}(t)\right\}$, which has zero blocks almost surely for $(i, j) \in \overline{\mathcal{E}}=\{1, \ldots N\} \times\{1, \ldots, N\}-\mathcal{E}$. Matrices $\bar{C}_{i j}^{G}(t)$ and $\bar{C}_{i j}^{W}(t)$ in $C_{i j}^{G}(t)$ and $C_{i j}^{W}(t)$ are assumed to be such that $C^{\text {net }}(t)$ is a row stochastic matrix for any realization of $J_{i j}(t), i, j=1, \ldots, N$ (concrete ways of generating realizations of $C^{n e t}(t)$ corresponding to the realizations of the $N \times N$ binary matrix $J(t)=\left[J_{i j}(t)\right]$ are discussed in [10]). Having in mind that (7) and (8) consist of independent recursions for estimating elements of $G$ and $W$ in (6), $C^{n e t}(t)$ can be decomposed into the corresponding number of $N \times N$ row stochastic consensus matrices.

## III. Convergence Analysis

The key arguments for the convergence of the proposed identification algorithm are related to the estimation of the correlation functions in the schemes generating matrices $G^{(i)}(t)$ and $W^{(i)}(t)$ in (7) and (8). Our analysis will be initially concentrated on one arbitrarily selected element of either $G$ or $W$; the obtained results can be directly generalized to all the elements of $G$ and $W$.

Assume that $\rho^{(i)}(t)$ represent the current estimate of, e.g., $r_{k l}^{y y}(\tau)$ generated by the $i$-th agent for some $k$ and $l$, and $\tau$ satisfying (6). Then, according to (7) and (8), we have for

$$
\begin{align*}
& i=1, \ldots, N \\
& \qquad \begin{array}{c}
\bar{\rho}^{(i)}(t)=\rho^{(i)}(t-1)+\frac{1}{t} I_{k}^{(i)}(t-1) I_{l}^{(i)}(t-\tau) \\
\times\left[y_{k}^{(i)}(t-1) y_{l}^{(i)}(t-\tau-1)-\rho^{(i)}(t-1)\right], \\
\rho^{(i)}(t)=\sum_{j=1}^{N} c_{i j}(t) \bar{\rho}^{(j)}(t),
\end{array} \tag{14}
\end{align*}
$$

where $c_{i j}(t)$ are scalar coefficients of the form $c_{i j}(t)=$ $J_{i j}(t) \bar{c}_{i j}(t)$ satisfying $\sum_{j=1}^{N} c_{i j}(t)=1$ for all $t$, according to (7) and (8). Properties of $\bar{c}_{i j}(t)$ follow directly from the properties of either $\bar{C}_{i j}^{G}(t)$ or $\bar{C}_{i j}^{W}(t)$.

For vector $R(t)=\left[\rho^{(1)}(t) \cdots \rho^{(N)}(t)\right]^{T}$ we have

$$
\begin{align*}
R(t)= & C(t) R(t-1)+\frac{1}{t} C(t) \Gamma(t) \\
& \times\left[Y^{D}(t-1) Y(t-\tau-1)-R(t-1)\right] \tag{16}
\end{align*}
$$

where $C(t)=\left[c_{i j}(t)\right], i, j=1, \ldots, N, \Gamma(t)=$ $\operatorname{diag}\left\{I_{k}^{(1)}(t-1) I_{l}^{(1)}(t-\tau-1), \ldots, I_{k}^{(N)}(t-1) I_{l}^{(N)}(t-\right.$ $\tau-1)\}, Y^{D}(t)=\operatorname{diag}\left\{y_{k}^{(1)}(t), \ldots, y_{k}^{(N)}(t)\right\}$ and $Y(t)=$ $\left[y_{l}^{(1)}(t) \cdots y_{l}^{(N)}(t)\right]^{T}$. The consensus matrix $C(t)$ is a random row-stochastic matrix for all $t$, while $\Gamma(t)$ models the availability of measurements.

We will analyze convergence of (16) under the following assumptions:

A1) The set $\mathcal{N}^{*} \subset \mathcal{N}$ containing all the nodes of the graph $\mathcal{G}$ which have the indices $i$ corresponding to the condition $P\left\{I_{k}^{(i)}(t)\right\} P\left\{I_{l}^{(i)}(t)\right\}>0$ is nonempty, and each node in $\mathcal{N}$ is reachable from at least one node from $\mathcal{N}^{*}$.

A2) For all $(i, j) \in \mathcal{E}$ and all $t, P\left\{J_{i j}(\bar{t})=1\right\}=1$ for some $\bar{t} \in\left[t, t+T_{1}\right], T_{1}<\infty$.

A3) For all $i \in \mathcal{N}^{*}$ and all $t, P\left\{I_{k}^{(i)}(\bar{t}) I_{l}^{(i)}(\bar{t}-\tau)=1\right\}=$ 1 for some $\bar{t} \in\left[t, t+T_{2}\right], T_{2}<\infty$.

Remark 1: Assumption A1) ensures that the measurements necessary for generating the estimates are available to every agent. Assumption A2) defines an upper bound on the intervals between two successive inter-agent communications, and Assumption A3) an upper bound on the intervals between two successive measurements.

Lemma 1: Let Assumption A1) be satisfied. Then, $E\{C(t)\}$ is cogredient (amenable by permutation transformations) to

$$
\bar{C}=\left[\begin{array}{ccccc}
\bar{C}_{1} & \cdots & & & 0  \tag{17}\\
0 & \bar{C}_{2} & \cdots & & \\
0 & \cdots & & \bar{C}_{\kappa} & 0 \\
\bar{D}_{1} & \cdots & & \bar{D}_{\kappa} & \bar{C}_{0}
\end{array}\right]
$$

where $\bar{C}_{0}$ is an $\beta_{0} \times \beta_{0}$ matrix, $0 \leq \beta_{0}<N, \bar{C}_{i}$ are irreducible $\beta_{i} \times \beta_{i}$ matrices satisfying $0<\beta_{i}<N$, $\bar{D}_{i}$ are $\beta_{0} \times \beta_{i}$ matrices, $i=1, \ldots, \kappa$, and $1 \leq \kappa \leq\left|\mathcal{N}^{*}\right|(||$. denotes cardinality of a given set).

The proof of the lemma can be derived by construction; details can be found in [11]. One can easily see that $E\{J(t)\}$ has the same structure of positive elements as $\bar{C}$, i.e., $E\{C(t)\} \sim E\{J(t)\}$. The number of irreducible components $\kappa$ in $\bar{C}$ and the dimension of $\bar{C}_{0}$ depend on the adopted network topology. Consequently, the structure of $\bar{C}$
allows updating of the correlation coefficient estimates for all the nodes.

Lemma 2: Let the $l$-th power of $\bar{C}$ in (17) be represented as

$$
\bar{C}^{l}=\left[\begin{array}{c:c}
\operatorname{diag}\left\{\bar{C}_{1}^{l}, \ldots, \bar{C}_{k}^{l}\right\} & 0  \tag{18}\\
\hdashline \bar{D}^{[l]} & \bar{C}_{0}^{l}
\end{array}\right],
$$

where $\overline{D^{[l]}}=\left[\begin{array}{c:c:c}\bar{D}_{1}^{[l]} & \ldots & \bar{D}_{k}^{[l]}\end{array}\right]$. Then:
(a) for each $j$ for which $\bar{C}_{j} \neq 0$ there exists an integer $l_{j}$ such that for $l \geq l_{j}$ the block matrix $\bar{D}_{j}^{[l]}$ contains at least one row whose all elements are positive;
(b) there exists an integer $l^{\prime}$ such that for $l \geq l^{\prime}$ each row of $\bar{D}^{[l]}$ contains at least one entire row of some of the blocks $\bar{D}_{j}^{[l]}, j \in\{1, \ldots, k\}$, whose all elements are positive.

The proof of this lemma can be derived using the results in [11].

Theorem 1: Let the Assumptions A1) - A3) be satisfied. Then

$$
\left\|R(t)-r_{k l}^{y y}(\tau) \mathbf{1}\right\|=o\left(t^{-\delta}\right)
$$

with probability one, where $0<\delta<\frac{1}{2}$ and $\mathbf{1}=[1 \cdots 1]_{1 \times N}^{T}$.
Proof: Denoting $\tilde{R}(t)=R(t)-r_{k l}^{y y}(\tau) \mathbf{1}$ and $e(t-1)=$ $Y^{D}(t-1) Y(t-\tau-1)-r_{k l}^{y y}(\tau) \mathbf{1}$, we obtain from (16)

$$
\begin{equation*}
\tilde{R}(t)=C(t)\left(I-\frac{1}{t} \Gamma(t)\right) \tilde{R}(t-1)+\frac{1}{t} C(t) \Gamma(t) e(t-1) \tag{19}
\end{equation*}
$$

After iterating back to the initial condition, one obtains
$\tilde{R}(t)=\Phi(t, \tau) \tilde{R}(\tau-1)+\sum_{j=\tau-1}^{t} \frac{1}{j} \Phi(t, j+1) C(j) \Gamma(j) e(j-1)$,
where $\Phi(t, s)=C(t)\left(I-\frac{1}{t} \Gamma(t)\right) \cdots C(s)\left(I-\frac{1}{s} \Gamma(s)\right)$ for $t \geq s$, with $\Phi(t, t+1)=I$.
a) In order to analyze the first term at the right hand side of (20), assume first, for the sake of simplicity, that $E\{C(t)\}$ can be represented by a matrix cogredient to the structure (17), with $\kappa=1$ and $\bar{C}_{0}=0$, i.e., that $E\{C(t)\}$ is irreducible and also primitive, having in mind that it is aperiodic by positiveness of its diagonal elements (by assumption, $\left.J_{i i}(t)=1, i=1, \ldots, N\right)$. In this case, by Assumption A2), at almost every realization of the sequence $\{C(t)\}$, for each $t$ large enough there exists such a $\tau_{1}>0$ that $\Pi\left(t, t-\tau_{1}\right)=C(t) \cdots C\left(t-\tau_{1}\right) \succ 0$ ( $A \succ 0$ denotes that all the elements of a matrix $A$ are positive). This conclusion follows directly from the fact that primitiveness of $E\{C(t)\}$ implies that there exists such a positive integer $l$ that $(E\{C(t)\})^{l} \succ 0$, [22]. This essentially structural property of nonnegative matrices is easily extended to the products $\Pi\left(t, t-\tau_{1}\right)$ utilizing elementary properties of products of realizations of matrices $C(t)$ which have positive diagonals and positive elements located at some of the places of positive elements in $E\{C(t)\}$. Coming back to the definition of $\Phi(t, \tau)$, we immediately conclude that on almost every realization of the sequence $\{C(t)\}$, for each $t$ large enough, there exists such a $\tau_{2}>0$ that $\Phi\left(t, t-\tau_{2}\right)=$ $C(t)\left(I-\frac{1}{t} \Gamma(t)\right) \cdots C\left(t-\tau_{2}\right)\left(I-\frac{1}{t-\tau_{2}} \Gamma(t)\right) \succ 0$ (matrix $I-\frac{1}{t} \Gamma(t)$ is diagonal with positive elements at the diagonal).

Moreover, Assumption A3) implies that for each $t$ large enough there exists such a $T_{2}>0$ that (at least one) element $\Gamma_{i i}(s)=1$, where $t \leq s<t-T_{2}$, for some node $i$ defined by the index set $S_{y}^{(i)}$. This, in turn, implies that for each $t$ large enough there exists such a $\tau_{3}>0$ that $\Phi\left(t, t-\tau_{3}\right) \succ 0$ and, at the same time that $\Phi\left(t, t-\tau_{3}\right) \prec \Pi\left(t, t-\tau_{3}\right)$ in such a way that $\Phi\left(t, t-\tau_{3}\right)$ is obtained after multiplying at least one element in each row of $\Pi\left(t, t-\tau_{3}\right)$ by the term $1-\frac{1}{t-\tau_{3}}$. One such term corresponds to one node having access to measurements; in the case of more nodes having access to measurements, more elements of $\Pi\left(t, t-\tau_{3}\right)$ become multiplied by analogous terms.

In the case of a general structure of $E\{C(t)\}$ which is cogredient to (17) (Lemma 1), we can apply Lemma 2 and conclude that at almost every realization of the sequence $\{C(t)\}$, for each $t$ large enough there exists such a $\tau_{4}>0$ that $\Pi\left(t, t-\tau_{4}\right)$ is cogredient to a matrix similar to $\bar{C}^{l}$, where $\bar{C}^{l}$ is defined in (18), in which $\bar{C}_{i}^{l} \succ 0, i=1, \ldots, \kappa$ and $\bar{D}_{j}^{[l]}, j \in\{1, \ldots, k\}$ satisfy assertion b) of Lemma 2 (recall that matrices $\bar{C}_{i}$ are primitive). The last statement follows directly form the fact that Lemma 2 is concerned with structural properties, rather than with particular values of the elements of the matrices in (18), so that the properties of the powers of $E\{C(t)\}$ can be directly transferred to the properties of similar matrices resulting from the products of the realizations of $C(t)$ (as above).

Coming back to the definition of $\Phi(t, \tau)$ in (20), we immediately conclude that at almost every realization of the sequence $\{C(t)\}$, for each $t$ large enough there exists such a $\tau_{5}>0$ that $\Phi\left(t, t-\tau_{5}\right)=C(t)\left(I-\frac{1}{t} \Gamma(t)\right) \cdots C\left(t-\tau_{5}\right)(I-$ $\left.\frac{1}{t-\tau_{5}} \Gamma\left(t-\tau_{5}\right)\right) \succ 0$. Having in mind general properties of $\Gamma(t)$, we realize that there are at least $\kappa$ positive diagonal elements of $E\{\Gamma(t)\}$ and that their indices are such that at least one such element corresponds to each irreducible component of $\Phi\left(t, t-\tau_{5}\right)$. Having in mind the important property from assertion b) in Lemma 2 applied to almost all realizations of $\Phi(t, 1)$, one concludes that for $t$ large enough there exists such a $T>0$ that $\Phi(t, t-T) \prec \Pi(t, t-T)$, in such a way that at least one element in each row of $\Pi(t, t-T)$ becomes multiplied by the term $1-\frac{1}{t-T}$ in order to generate $\Phi(t, t-T)$.

Consequently, we have that

$$
\begin{equation*}
\|\Phi(t, \tau)\|_{\infty} \leq\left(1-\frac{k_{s}}{s T}\right) \cdots\left(1-\frac{k_{1}}{T}\right) \leq \exp \left(-\frac{1}{T} \sum_{i=1}^{s} \frac{k_{i}}{i}\right) \tag{21}
\end{equation*}
$$

where $s=\left[\frac{t-\tau}{T}\right]$ and $0<k_{i}<1, i=1, \ldots, s$, so that we conclude that $\lim _{t \rightarrow \infty}\|\Phi(t, \tau)\|_{\infty}=0$ almost surely for any fixed $\tau$, [23].
b) In order to analyze the second term at the right hand side of (20), we will construct the following state model

$$
\begin{equation*}
x(t)=F x(t-1)+L \varepsilon(t), \quad z(t)=H x(t) \tag{22}
\end{equation*}
$$

where $F=\left[\begin{array}{ccccc}-G_{1} & I & \cdots & 0 & 0 \\ \vdots & & & & \\ -G_{\nu} & 0 & \cdots & 0 & I \\ 0 & 0 & \cdots & & 0\end{array}\right], L=\left[S_{0}^{T} \cdots S_{\nu}^{T}\right]^{T}$ and $H=$
$[I: 0: \cdots: 0]$.
Assuming, for the sake of clarity of presentation, that the required measurements are always available, we have further from (4) that $y_{k}^{(i)}(t)=h_{k} x(t)+\xi_{k}^{(i)}(t)$ where $h_{k}, k=$ $1, \ldots, n$, is the corresponding transformation derived from (22) and $\xi_{k}^{(i)}(t)$ the measurement noise. Consequently,

$$
\begin{gather*}
Y^{D}(t-1) Y(t-\tau-1)=h_{k} x(t-1) x(t-\tau-1) h_{l}^{T} \mathbf{1}+ \\
+\Xi_{k}(t) x(t)^{T} h_{k}^{T}+\Xi_{l}(t-\tau) x(t-\tau)^{T} h_{l}^{T}+ \\
+\Xi_{k}^{D}(t) \Xi_{l}(t-\tau) \tag{23}
\end{gather*}
$$

where $\Xi_{k}(t)=\left[\xi_{k}^{(1)}(t) \cdots \xi_{k}^{(N)}(t)\right]^{T}$ and $\Xi_{l}^{D}(t)=$ $\operatorname{diag}\left\{\xi_{l}^{(1)}(t) \cdots \xi_{l}^{(N)}(t)\right\}$. Furthermore, the term $x(t) x(t-$ $\tau)^{T}$ can be represented using [18], p. 1237, in the following convenient form following from (22):

$$
\begin{gather*}
x(t) x(t-\tau)^{T}=F^{t-\tau} x(\tau) x(0)^{T} F^{T(t-\tau)}+  \tag{24}\\
\sum_{s=0}^{t-\tau-1} F^{t-s} x(s) \varepsilon(s+1)^{T} L^{T} F^{T(t-\tau-1-s)}+ \\
\sum_{s=0}^{t-\tau-1} \sum_{j=s}^{s+\tau-1} F^{t-1-j} L \varepsilon(j+1) \times \\
\varepsilon(s+1)^{T} L^{T} F^{T(t-\tau-1-s)}+ \\
\sum_{s=0}^{t-\tau-1} F^{t-\tau-1-s} \varepsilon(\tau+1+s) x(s)^{T} F^{T(t-\tau-s)}+ \\
\sum_{s=0}^{t-\tau-1} F^{t-\tau-1-s} L \varepsilon(\tau+s+1) \times \\
\varepsilon(s+1)^{T} L^{T} F^{T(t-\tau-1-s)}
\end{gather*}
$$

Using (24) we conclude that $e(t-1)$ consists of several terms involving the measurement noise on one side, and the input noise on the other side, and that all these terms are in the form of martingale difference sequences (except the one that depends on the initial condition, see [18], [23]).

Having in mind that a detailed analysis of all terms requires a lot of space and a very cumbersome notation, take, for example, the most important part of the third term at the right hand side of (24) containing only $\varepsilon(s+1) \varepsilon(s+1)^{T}$, $s=0, \ldots, t-\tau-1$. In such a way we obtain the term
$e_{1}(t-1)=h_{k}\left[\sum_{s=0}^{t-\tau-1} F^{t-s} L S(s+1) L^{T} F^{T(t-\tau-1-s)}\right] h_{l}^{T} \mathbf{1}$,
where $S(s+1)=\varepsilon(s+1) \varepsilon(s+1)^{T}-R_{\varepsilon}$, which represents a part of $e(t-1)$. Coming back to (20), we introduce $e_{1}(j-1)$ in the second term from the right hand side and obtain

$$
\begin{align*}
\alpha_{1}(t)= & \sum_{s=0}^{t-\tau-1} \sum_{j=\tau+1+s}^{t} \frac{1}{j} \Phi(t, j+1) C(j) \Gamma(j) \mathbf{1} \\
& \times h_{k} F^{j-s} L S(s+1) L^{T} F^{T(j-\tau-1-s)} h_{l}^{T} \tag{26}
\end{align*}
$$

As $\{S(t)\}$ is a zero mean i.i.d. sequence with $E\left\{\|S(t)\|^{2}\right\}<$ $\infty$ according to the adopted assumptions, we can apply to (26) Theorem B.6.1 from [23], dealing with weighted sums of martingale difference sequences. We obtain that almost surely

$$
\begin{align*}
& \left\|\alpha_{1}(t)\right\|=  \tag{27}\\
& O\left(\sum_{s=0}^{t-\tau-1}\left[\sum_{j=\tau+1+s}^{t} \frac{1}{j^{2}}\|\Phi(t, j+1)\|^{2}\|F\|^{2(j-s)}\right]^{\frac{1}{2}}\right)= \\
& O\left(\sum_{s=0}^{t}\left[\frac{1}{j^{2}} \exp \left(-c \sum_{i=1}^{t} \frac{1}{i}\right)\right]^{\frac{1}{2}}\right) \rightarrow_{t \rightarrow \infty} 0
\end{align*}
$$

where $c>0$, having in mind that $\max _{i}\left\{\left|\lambda_{i}(F)\right|\right\}<1$ (see [23], Lemma 3.1.1).

We can proceed in a completely analogous way with the analysis of the remaining components of $e(t-1)$.

Coming back to (20), we conclude that on almost all sample paths $\lim _{t \rightarrow \infty}\|\tilde{R}(t)\|=0$.
c) The last part of the proof is devoted to the convergence rate of the recursion (20). In order to prove the assertion of the theorem, divide both sides of (19) by $t^{\delta}, \delta>0$. Denoting $\tilde{R}(t) / t^{\delta}$ as $\tilde{R}_{\delta}(t)$, we obtain for $t$ large enough that
$\tilde{R}_{\delta}(t)=C(t)\left(I-\frac{1}{t} \Gamma_{\delta}(t)\right) \tilde{R}_{\delta}(t-1)+\frac{1}{t^{1-\delta}} C(t) \Gamma(t) e(t-1)$,
where $\Gamma_{\delta}(t)=\Gamma(t)-\delta I$, after using the representation $\left(\frac{t-1}{t}\right)^{\delta}=1-\frac{\delta}{t}+O\left(\frac{1}{t^{2}}\right)$. Using the same arguments as above, one can directly show that $\Phi_{\delta}(t, s)=$ $C(t)\left(I-\frac{1}{t} \Gamma_{\delta}(t)\right) \cdots C(s)\left(I-\frac{1}{s} \Gamma_{\delta}(s)\right)$ satisfies almost surely $\left\|\Phi^{\delta}(t, s)\right\| \leq \exp \left(-c_{\delta} \sum_{i=1}^{s} \frac{1}{i}\right)$, where $c_{\delta}>0$, provided $\delta<1$. Furthermore, following the same line of thought as above, one comes to the basic relation which holds almost surely for $0<\delta<\frac{1}{2}$

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|\tilde{R}_{\delta}(t)\right\| \leq \lim _{t \rightarrow \infty} \sum_{s=0}^{t}\left(\left[\frac{1}{j^{2(1-\delta)}} \exp \left(-c_{\delta} \sum_{i=1}^{t} \frac{1}{i}\right)\right]^{\frac{1}{2}}=0\right. \tag{29}
\end{equation*}
$$

(see, for example, [23], Lemma 3.1.1). Thus, the result.
Following the above line of thought one can easily prove the following general result:

Theorem 2: Let Assumptions A1) - A3) be satisfied and let

A4) $\bigcup_{i=1}^{N}\left(S_{u}^{(i)} \times S_{u}^{(i)}\right)=\{1, \ldots, m\} \times\{1, \ldots, m\}$; $\bigcup_{i=1}^{N}\left(S_{y}^{(i)} \times S_{u}^{(i)}\right)=\{1, \ldots, n\} \times\{1, \ldots, m\}$.

Then, for all $i=1, \ldots, N$,

$$
\begin{equation*}
\left\|G^{(i)}(t)-G(\lambda)\right\|=o\left(t^{-\delta}\right),\left\|W^{(i)}(t)-W(\lambda)\right\|=o\left(t^{-\delta}\right) \tag{30}
\end{equation*}
$$

almost surely, where $0<\delta<\frac{1}{2}$.
The proof is obtained in a straightforward way by applying the procedure from Theorem 1 to all the estimated correlation coefficients, elements of matrices $G$ and $W$. It is to be noted that the cross correlation functions between the outputs need not to be estimated, due to the adopted form of the polynomials $A(z)$ and $P(z)$ in (1) and (2), respectively. In such a way, the number of the output correlation functions needed for identifying the system is reduced at the expense of an increased model order.

This result enables formulating the final convergence result.

Theorem 3: Assume that Assumptions A1)- A4) hold. Then $\theta^{(i)}(t)$ given by (9) converges almost surely, for all $i=1, \ldots, N$, to a limit belonging to the solution set of the Yule-Walker equation (6).

Proof: The proof is based on the general convergence theorem for stochastic approximation algorithms with expanding truncations and, concretely, on the results presented in [18], [23]. Namely, equations (30) obtained as the result of the above analysis, enable choosing the function $M\left(\sigma^{(i)}(t-\right.$
1)) in (9) in such a way that $M\left(\sigma^{(i)}(t-1)\right)<t^{\gamma}$, where $0<\gamma<\delta$. Following [18], one obtains

$$
\begin{equation*}
\sum_{t=1}^{\infty} \frac{1}{t}\left\|G-G^{(i)}(t)\right\|\left\|\theta^{(i)}(t-1)\right\| \leq \sum_{t=1}^{\infty} \frac{1}{t^{1+\delta-\gamma}}<\infty \tag{31}
\end{equation*}
$$

which implies $\sum_{t=1}^{\infty} \frac{1}{t} n^{(i)}(t)<\infty$ (a.s.), where $n^{(i)}(t)=$ $\left.G^{(i)}(t)\left[W^{(i)}(t)^{T}-G^{(i)}(t)\right)^{T} \theta^{(i)}(t-1)\right]+G G^{T} \theta^{(i)}(t-1)-$ $G W^{T}$ is the equivalent noise term, $i=1, \ldots, N$. Hence the result.
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