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Abstract— In this paper, we propose a method to obtain a
control Lyapunov function (CLF) by the reduction of a CLF
of an augmented system with a dynamic compensator. For
asymptotically stabilizing control, dynamic compensators are
not necessary in most of the cases. However, in some cases,
we can easily design a stabilizing control law using a dynamic
compensator. Therefore, a constructive design method using
a static controller via a dynamic controller has advantages
and is preferable in practice. In this paper, we assume that
a CLF has been designed on an extended state space with a
dynamic compensator, and show that taking minimum values
of the CLF on the extended state space gives a nonsmooth CLF
on the original state space. This method can be considered as
an extension of the minimum projection method[1], [2]. We
also show that the obtained CLF fulfills Lipschitz continuity
and local semiconcavity if the original CLF on the extended
state space is Lipschitz continuous and locally semiconcave.
The effectiveness of the proposed method is demonstrated by
an example.

I. INTRODUCTION

In this paper, we propose a method obtaining a control

Lyapunov function (CLF) by the reduction of a CLF of an

augmented system with a dynamic compensator.

For asymptotic stabilization of nonlinear control systems,

dynamic compensators are not necessary in most of the cases;

i.e. every stabilizable system via a dynamic feedback can

be also stabilized by a static state feedback in the sense

of sampling solution[3]. However, in some cases where

static controllers cannot be constructed straightforwardly, we

can easily design stabilizing control laws using dynamic

compensators. For instance, a decouplable system through a

dynamic extension is easily linearizable with respect to state,

using a dynamic compensator and a nonlinear coordinate

transformation. It is well-known that systems that are not

state-space linearizable via static feedback may be exactly

linearized by using dynamic compensator[4]. In addition,

using dynamic compensators, some systems on general mani-

folds are asymptotically stabilizable[5]. It is therefore natural

to think whether a dynamic controller gives a static controller

by a control-law reduction. There have been a series of stud-

ies of reduced-order control laws in linear systems. However,

This work was supported by a JSPS Grant-in-Aid for Scientific Research
(B) 22360167.

T. Yamazaki is with the Graduate School of Information Science and
Technology, Hokkaido University, Kita-ku N14W8, Sapporo 060-0814,
Japan yamazaki@stl.ssi.ist.hokudai.ac.jp

Y. Yamashita is with the Graduate School of Information Science and
Technology, Hokkaido University, Kita-ku N14W8, Sapporo 060-0814,
Japan yuhyama@ssi.ist.hokudai.ac.jp

H. Nakamura is with the Department of Electrical Engineering, Faculty
of Science and Technology, Tokyo University of Science, Yamazaki 2641,
Noda, Chiba 278-8510, Japan nakamura@rs.tus.ac.jp

there were few studies of nonlinear systems. The model

order of nonlinear systems can be reduced by the method

of [6]. However, our method is distinguished from model-

order reduction methods because we consider elimination of

the unnecessary dynamics of the dynamic compensator.

In this study, we consider the problem of the order

reduction of CLF, and employ the minimum projection

method[1], [2], [7], [8] for the reduction. The minimum

projection method is a nonsmooth CLF design method which

is applicable to a general manifold that could be noncon-

tractible. The original version[1] is a single-layer minimum

projection method, and proposes a method of obtaining a

nonsmooth CLF by projection of a minimum value of a

CLF onto another simple manifold. The single-layer version

is extended to the multilayer minimum projection method in

[2]. The construction of a CLF by projection of the minimum

value of CLFs onto an infinite number of layers is studied in

[7]. Moreover, using the technique of desingularization[8],

all singular points on the other manifolds, except the origin,

are removed under a suitable condition.

In this paper, using the techniques in [5] and [6], we study

the CLF order-reduction problem. We assume that a CLF has

been designed on an extended state space with a dynamic

compensator, and show that taking a minimum value of the

CLF on the extended state space gives a nonsmooth CLF

on the original state space. We also prove that the obtained

CLF fulfills continuity, Lipschitz continuity, and local semi-

concavity. Moreover, we demonstrate the effectiveness of the

proposed method by an example.

II. PROBLEM STATEMENT

A. Control System on Original Manifold

We consider a nonlinear control system

ẋ = f(x, u), x ∈ X, u ∈ U = R
ℓ (1)

defined on a differentiable manifold X , where x ∈ X denotes

a state variable, and u ∈ U an input variable. The map f :
X × U → TxX is assumed to be continuous with respect

to x and u, where TxX is a vector space called the tangent

space to X at x, and an element of TxX is called a tangent

vector at x. We define 0 as the origin on X in this paper,

and assume that f(0, 0) = 0. We consider the CLF design

problem for the global asymptotic stabilization of the origin

0 ∈ X of (1). In what follows, we call the differentiable

manifold X the original manifold.
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B. Augmented System on Extended Space

In this paper, we consider an augmented system of (1),

defined on an extended state space X̃ , as follows:

ẋ = f(x, u),

ṗ = v,
(2)

where p ∈ P = R
m and v = (v1, . . . , vm) denote a state

vector and an input vector of the dynamic compensator,

respectively. We can choose the space P at will, so, for sim-

plicity, we regard P as a Euclidean space. The extended state

space is a direct product space X̃ := X×P , hence x̃ = (x, p)
represents a state of (2) on X̃ . In turn, ũ = (u, v) represents

an input of (2) on X̃ . We define the origin on the extended

state space as (x, p) = (0, 0). Suppose that Sx is an atlas on

X; then, {(x, p) → (ϕ(x), p), x ∈ N, p ∈ P | (N,ϕ) ∈ Sx}
gives an atlas of X̃ since we set P as a Euclidean space.

The Euclidean norm dx(x1, x2) = ‖ϕ(x1)− ϕ(x2)‖ gives a

local distance between x1 and x2; this distance depends on

selection of the local coordinate, where these two points are

contained in a certain coordinate neighborhood of Sx. Then,

dx̃((x1, p1), (x2, p2)) = (‖ϕ(x1)−ϕ(x2)‖
2+‖p1−p2‖

2)1/2

also gives a local distance between (x1, p1) and (x2, p2).

C. Projection Map

In this paper, we consider a projection map,

πp : (x, p) 7→ x, (3)

which associates (x, p) on the augmented space X̃ with x
on the original state space X .

D. Solution Concept

The method that will be proposed in the following section

allows the obtained CLF to be nondifferentiable, and a

nondifferentiable CLF often leads a discontinuous control

law. Discontinuous differential equations do not ensure the

existence and the uniqueness of the solutions, and these

properties vary according to the definition of the solutions of

the nondifferentiable ordinary differential equations. In this

paper, instead of considering the definition of the solutions

of (1) and (2), a solution concept is adopted as in [1]. In

what follows, we have to guarantee consistency between the

solution of the original system (1) and that of the augmented

system (2).

For the control system (1), solutions corresponding to an

initial state x ∈ X and a control u(τ) : T → U at time

t ∈ T are represented by ψ(t, x;u), where T = [0, tmax)
is the range of t, and the value of tmax depends on x and

u(·). Similarly ψ̃(t, x̃; ũ) is a solution of the extended system

(2) corresponding to an initial state x̃ ∈ X̃ and a control

ũ(τ) : T → U × R
m.

Definition 2.1: We call ψ( · ) and ψ̃( · ) the solutions of (1)

and (2), respectively, if the following conditions are fulfilled.

1) For fixed (x, u), maps ψ : T → X and ψ̃: T → X̃ are

continuous.

2) For the input ũ(τ) = (u(τ), v(τ)) (τ ∈ T ) and the

initial state x̃ = (x, p) of the augmented system,

πp ◦ ψ̃(t, x̃; ũ) = ψ(t, x;u). (4)

3) For arbitrary t, s ∈ T , with t > s, ψ̃(t −
s, ψ̃(s, x̃; ũ); ũ(s+ ·)) = ψ̃(t, x̃; ũ).

E. Control Lyapunov Function(CLF)

In this section, we define a control Lyapunov function

(CLF) using the definition in Sontag’s textbook[9] and in

Nakamura et al.[1]. This definition is weaker than the one

used in Sontag’s paper[10]. The definition of CLF in [10]

requires the existence of u such that V̇ < 0 everywhere

outside of the origin, but, in our definition, V (x(t)) should

only be a function of t, which is decreasing with some

property.

Definition 2.2: If a continuous function V satisfies the

following conditions, then V is called a control Lyapunov

function (CLF) for (1).

(A1) V is proper, i.e., the set

{x ∈ X|V (x) ≤ L} (L > 0) (5)

is compact.

(A2) V is positive definite, i.e.,

V (0) = 0 and V (x) > 0 for each x ∈ X, x 6= 0.
(6)

(A3) For each x 6= 0, there exist some time σ > 0, and

some control u(t)(0 ≤ t < σ) which is admissible for

x, such that

V (ψ(t, x;u)) ≤ V (x) (t ∈ [0, σ)),

V (ψ(σ, x;u)) < V (x).
(7)

For the extended space X̃ , we introduce definition of CLF

that is even weaker than the above definition.

Definition 2.3: If a continuous function Ṽ satisfies the

following conditions for (2), we say that Ṽ is called a CLF

almost everywhere:

(B1) Ṽ is proper, i.e., the set

{x̃ ∈ X̃ | Ṽ (x) ≤ L} (L > 0) (8)

is compact.

(B2) V is positive definite, i.e.,

Ṽ (0) = 0 and Ṽ (x̃) > 0 for each x̃ ∈ X̃, x̃ 6= 0.
(9)

(B3) There exists a set E with zero measure such that for

each x̃ ∈ X̃\E, there exist some time σ > 0, and

some control ũ (0 ≤ t < σ) which is admissible for

x̃, satisfying

Ṽ (ψ̃(t, x̃; ũ)) ≤ Ṽ (x̃) (t ∈ [0, σ)),

Ṽ (ψ̃(σ, x̃; ũ)) < Ṽ (x̃).
(10)

In Definition 2.3, the condition (10) is not required at

a point x̃ ∈ E; this is the principal difference between

Definitions 2.2 and 2.3.

In this paper, we assume the following for the augmented

system.

Assumption 2.1: A continuous control Lyapunov function

Ṽ for (2) has been designed on X̃ almost everywhere except
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a set E, which has zero measure, in the sense of Definition

2.3. Moreover, for each x̃0 = (x0, p0) ∈ E, x̃0 6= (0, 0),
there exists p′ such that

Ṽ (x0, p
′) < Ṽ (x0, p0). (11)

III. MAIN THEOREM

The following is the main theorem in this study.

Theorem 3.1: Suppose Assumption 2.1 holds. Then, the

function

V (x) := min
p
Ṽ (x, p). (12)

is well-defined and becomes a continuous CLF on X . ♦

The following five lemmas lead to the proof of the

theorem.

Lemma 3.1: Ṽ takes a minimum value with respect to p
for each fixed x, i.e.,

min
p
Ṽ (x, p) (13)

is well-defined, for each x ∈ X . ♦

Proof: Given x0 ∈ X , consider a set

A = {(x, p)|Ṽ (x, p) ≤ Ṽ (x0, p0)}, (14)

where p0 is a arbitrary point in P . Since Ṽ is proper, A is a

compact subset. Let Ā be a complementary set of A. Because

Ṽ on Ā is greater than Ṽ (x0, p0), Ṽ (x0, p)((x0, p) ∈ Ā) is

not the minimum value. Let Fx0
denote {(x, p) |x = x0}.

Then, A ∩ Fx0
is compact because the intersection of a

compact subset and a closed set in topological space is

always compact. A continuous function on a compact set

takes a minimum value. Therefore, minp Ṽ (x0, p) is well-

defined.

Lemma 3.2: If Ṽ (x, p) is continuous, the function V (x)
defined by (12) is also continuous. ♦

Proof: We will show that V (x) is continuous at each

x0 ∈ X . For arbitrary ǫ > 0,

S1 = {(x, p)|Ṽ (x, p) < V (x0) + ǫ} (15)

is an open set since the image of an open set via the inverse

map of a continuous map is always open. In addition, πp(S1)
is an open set because the projection map πp is an open map.

From the properness of Ṽ ,

S2 = {(x, p)|Ṽ (x, p) ≤ V (x0)− ǫ} (16)

is compact. The projection πp(S2) is also compact since the

image of a compact set via a continuous map is compact.

Hence, S3 = πp(S1)\πp(S2) is an open set. We will show

that x0 is contained in S3. For p0 ∈ argminpṼ (x0, p),

Ṽ (x0, p0) = V (x0) ≤ V (x0) + ǫ, (17)

is satisfied, so πp(S1) contains x0. If we assume x0 is

contained in πp(S2), then Ṽ (x0, p0) ≤ V (x0)−ǫ must hold,

but this contradicts Ṽ (x0, p0) = V (x0). Therefore, x0 is

not contained in πp(S2). From this result, we can say that

x0 ∈ S3, i.e., S3 is an open neighborhood of x0.

By the construction of S3, obviously,

V (x0)− ǫ < V (x) < V (x0) + ǫ, x ∈ S3. (18)

Hence,

|V (x)− V (x0)| < ǫ, x ∈ S3. (19)

Finally, we can conclude that for any x0 ∈ X , there exists

an open neighborhood S3 of x0 such that (19) holds for any

ǫ > 0. The continuity of V (x) on X is therefore proven.

Lemma 3.3: V is proper, i.e., the set

{x ∈ X|V (x) ≤ L} (L > 0) (20)

is compact. ♦

Proof: From the properness of Ṽ , any level set AL =
{x̃ = (x, p) ∈ X̃|Ṽ (x̃) ≤ L} (L > 0) is compact. Hence,

from the continuity of πp, πp(AL) = {x|V (x) ≤ L} is

compact for any L > 0. Therefore, V is a proper function.

Lemma 3.4: V is positive definite, i.e.,

V (0) = 0 and V (x) > 0 for each x ∈ X, x 6= 0. (21)

♦

Proof: First of all, obviously, V (0) = 0 because

minp Ṽ (0, p) = V (0) = 0. Moreover, the condition Ṽ (x̃) >
0 (x̃ 6= 0) leads to V (x) > 0 for each x ∈ X,x 6= 0 since

the hypothesis V (x) ≤ 0 (x 6= 0) requires the existence

of p such that Ṽ (x, p) ≤ 0, which contradicts the positive

definiteness of Ṽ . Consequently, V (x) is positive definite.

Lemma 3.5: For each x 6= 0, there exist some time σ > 0,

and some control u(t) (0 ≤ t < σ) which is admissible for

x, such that for the path ψ(t, x;u),

V (ψ(t, x;u)) ≤ V (x)(t ∈ [0, σ)),

V (ψ(σ, x;u)) < V (x).
(22)

♦

Proof: Let

L(x) = argmin
p

Ṽ (x, p). (23)

We regard L(x) as a set because the p minimizing Ṽ is not

always unique. Suppose that x̃ = (x, p) satisfies p ∈ L(x).
By Assumption 2.1, x̃ /∈ E. Therefore Ṽ satisfies (B3), so

there exists σ > 0 such that

Ṽ (ψ̃(t, x̃; ũ)) ≤ Ṽ (x̃) (t ∈ [0, σ)),

Ṽ (ψ̃(σ, x̃; ũ)) < Ṽ (x̃).
(24)

Since p ∈ L(x), Ṽ (x̃) = V (x) holds. On the other hand, it

is clear that

V (ψ(t, x;u)) ≤ Ṽ (ψ̃(t, x̃; ũ)) (t ∈ [0, σ]), (25)

from (4) and (12). Therefore, we obtain

V (ψ(t, x;u)) ≤ Ṽ (ψ̃(t, x̃; ũ)) ≤ Ṽ (x̃) = V (x) (t ∈ [0, σ)),

V (ψ(σ, x;u)) ≤ Ṽ (ψ̃(σ, x̃; ũ)) < Ṽ (x̃) = V (x).
(26)

Consequently, V satisfies (A3) of Definition 2.2, and this

lemma has been proven.

Proof of Theorem 3.1 : By Lemmas 3.1 and 3.2, V (x) is

well-defined and continuous. Lemmas 3.3, 3.4, and 3.5 show

that V (x) defined by (12) satisfies the conditions (A1), (A2),

and (A3) in Definition 2.2. Consequently, it is shown that

Theorem 3.1 holds.
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IV. LOCAL LIPSCHITZNESS OF CLF

The class of CLF satisfying the local Lipschitz condition is

very useful for control design because there exist derivatives

of a locally Lipschitz CLF in a weak sense, e.g., Dini

lower/upper directional derivatives. We give the definition

of local Lipschitzness.

Definition 4.1: We say a function f : X → R is locally

Lipschitz at x0 ∈ X , if there exist M > 0, which is

called the locally Lipschitz constant, and a sufficiently small

neighborhood Ω of x0, such that

‖f(x0)− f(y)‖ ≤Mdx(x0, y) =M‖ϕ(x0)−ϕ(y)‖, (27)

for all y ∈ Ω ⊂ N ⊂ R
n, where (N,ϕ) is a local chart of

X at x0.

Remark : The existence of a locally Lipschitz constant

does not depend on the choice of local chart, but the value

of the locally Lipschitz constant depends on the choice of

local chart. Hence, we only prove that V satisfies the locally

Lipschitz condition on a certain local chart to say that V
satisfies the locally Lipschitz condition.

Theorem 4.1: If Ṽ is a locally Lipschitz continuous CLF

on X̃ , then V is a locally Lipschitz continuous CLF on X . ♦

Proof of Theorem 4.1 : Let us consider an open neighbor-

hood N around x0 ∈ X , which is a domain of the local chart

ϕ, and consider Ω as a closed neighborhood containing x0
and contained in N . We can easily show that the two sets

U1 = {(x, p) ∈ Ω× P |Ṽ (x, p) ≤ V (x0) + 2a},

U2 = {(x, p) ∈ Ω× P |Ṽ (x, p) ≤ V (x0) + a}
(28)

are compact, where a is some positive constant. From the

assumption of the theorem, for any (x1, p1), (x2, p2) ∈ U1∩
Ω,

|Ṽ (x1, p1)− Ṽ (x2, p2)| ≤ C1dx̃((x1, p1), (x2, p2))
(29)

is satisfied, where C1 is the Lipschitz constant of Ṽ on

U1 ∩ Ω. Note that the local metric in X̃ := X × P was

previously given in section II-B. Let us define a cylindrical

neighborhood centered at x0 as

Bǫ(x0) = {(x, p)| dx(x, x0) ≤ ǫ}, 0 < ǫ ≤M1, (30)

where M1 < a/C1 and πp ◦ BM1
(x0) ⊂ Ω. Then, we

consider the following sets S1ǫ and S2ǫ such that

S1ǫ = {p|(∃x, p) ∈ Bǫ(x0) ∩ U2},

S2ǫ = {p|(∃x, p) ∈ Bǫ(x0) ∩ cl Ū1}.
(31)

We will show that S1ǫ ∩ S2ǫ is empty for an ǫ that is small

enough. Let us consider a positive monotonically decreasing

sequence ǫ1, ǫ2,. . ., where ǫ1 < M1 and ǫk → 0 (k → ∞).

For this sequence, there exist inclusive sequences

S1ǫ1 ⊃ S1ǫ2 ⊃ ...,

S2ǫ1 ⊃ S2ǫ2 ⊃ ...,
(32)

and it is obvious from the continuity of Ṽ that

S1ǫk → {p|Ṽ (x0, p) ≤ V (x0) + a},

S2ǫk → {p|Ṽ (x0, p) ≥ V (x0) + 2a},
(33)

as k tends to infinity. Therefore, there exists ǫ0 > 0 such

that S1ǫ0 ∩S2ǫ0 is empty. Then, for an arbitrary x such that

dx(x, x0) ≤ ǫ < ǫ0,

Ṽ (x0, p)− C1ǫ ≤ Ṽ (x, p) ≤ Ṽ (x0, p) + C1ǫ, p ∈ S1ǫ0 .
(34)

By the definition of S1ǫ0 , we obtain

V (x0) + a ≤ Ṽ (x, p), p ∈ S̄1ǫ0 . (35)

which shows that L(x0) ⊂ S1ǫ0 . For p0 ∈ L(x0) specifically,

(34) becomes

V (x0)− C1ǫ ≤ Ṽ (x, p0) ≤ V (x0) + C1ǫ, (36)

and this leads to

V (x) ≤ Ṽ (x, p0) ≤ V (x0) + C1ǫ. (37)

Moreover, for p1 ∈ L(x), (34) becomes

Ṽ (x0, p1)− C1ǫ ≤ V (x) ≤ Ṽ (x0, p1) + C1ǫ, (38)

so we obtain

V (x)− C1ǫ ≤ Ṽ (x0, p1)− C1ǫ ≤ V (x). (39)

Therefore, for any ǫ (< ǫ0),

|V (x)− V (x0)| ≤ C1ǫ, dx(∀x, x0) ≤ ǫ. (40)

is established. Specifically, for x such that dx(x, x0) = ǫ,
the above inequality becomes

|V (x)− V (x0)| ≤ C1dx(x, x0). (41)

Therefore, we can say that for all x in Ω′ = {x | dx(x, x0) <
ǫ0}, which is a neighborhood of x0, (41) is satisfied. This

consequence holds for each x0, hence V (x) is locally

Lipschitz.

V. LOCAL SEMICONCAVITY OF CLF

Locally semiconcave CLFs represent an important class of

CLFs[13]. We will show the local semiconcavity condition

of the obtained CLF V .

Definition 5.1: We say a continuous function f is locally

semiconcave at x0 ∈ X , if there exist C > 0 and a

sufficiently small neighborhood Ω of x0 such that

f(x0) + f(y)− 2f

(

ϕ−1

(

ϕ(x0) + ϕ(y)

2

))

≤ Cdx(x0, y)
2 = C‖ϕ(x0)− ϕ(y)‖2,

∀y ∈ Ω ⊂ N,

(42)

where (N,ϕ) is a local chart around x0.

Theorem 5.1: If Ṽ is a locally semiconcave function on

X̃ , then V is a locally semiconcave function on X . ♦

Proof of Theorem 5.1 : There exists a compact set Ω ⊂
X such that x0 ∈ interior of Ω, Ω ⊂ N , where (N,ϕ) is

a local chart around x0, and ϕ(Ω) is convex. Moreover, we

consider a compact set S = {(x, p) ∈ Ω × P | Ṽ (x, p) ≤
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a + ǫ} ⊂ X̃ , where a = supx∈Ω V (x), and ǫ > 0. Now,

since Ṽ (x, p) is semiconcave on S, there exists C such that

Ṽ (x, px) + Ṽ (y, py)− 2Ṽ

(

x+ y

2
,
px + py

2

)

≤ Cdx̃((x, px), (y, py))
2,

∀(x, px), (y, py),

(

x+ y

2
,
px + py

2

)

∈ S,

(43)

where (x+ y)/2 denotes ϕ−1((ϕ(x) + ϕ(y))/2). Let p0 be

an element of argminpṼ ((x+y)/2, p), and x, y are arbitrary

points in Ω. Then, V ((x+ y)/2) = Ṽ ((x+ y)/2, p0) holds.

Note that V (x) ≤ Ṽ (x, p0) and V (y) ≤ Ṽ (y, p0). Hence,

V (x) + V (y)− 2V ((x+ y)/2)

≤ Ṽ (x, p0) + Ṽ (y, p0)− 2Ṽ ((x+ y)/2, p0)

≤ Cdx̃((x, p0), (y, p0))
2

(44)

In addition, we get

Cdx̃((x, p0), (y, p0))
2 = Cdx(x, y)

2, (45)

where the local norms have the relationship stated in section

II-B. From (44) and (45), we obtain

V (x) + V (y)− 2V ((x+ y)/2) ≤ Cdx(x, y)
2. (46)

Consequently, the semiconcavity of V on any Ω for any x0
is established, and the theorem is proven.

VI. EXAMPLE

In this section, we apply the proposed method to the

example which is a decouplable system by the dynamic

extension method. We consider the system

ẋ1 = u1,

ẋ2 = u2,

ẋ3 = 2x2 − x2
u1

1 + u21
.

(47)

The system is not an affine system, so finding a stabilizing

static feedback for (47) is nontrivial. However, this system

is easily stabilized by a dynamic feedback. Let us consider

the dynamic compensator

u̇1 = v, (48)

where u1 is regarded as a component of the state of the aug-

mented system (47), (48). The augmented system is exactly

state-space linearizable. Actually, under the state coordinate

transformation z = (x1, u1, x3, 2x2 − x2u1/(1 + u21))
T and

the feedback

(

v
u2

)

=





1 0

−
x2(1− u21)

(1 + u21)
2

2−
u1

1 + u21





−1
(

w1

w2

)

, (49)

the system can be converted into

ż =









0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0









z +









0 0
1 0
0 0
0 1









(

w1

w2

)

. (50)

-3
-2

-1
 0

 1
 2

 3

-3
-2

-1
 0

 1
 2

 3

 0

 15

 30

 45

x
1

x
2

Fig. 1. The obtained CLF on the surface x3 = 0.

We can obtain a CLF

Ṽ ′(z) = zTP0z

P0 =









2 1 0 0
1 1 0 0
0 0 2 1
0 0 1 1









(51)

for the augmented system (47), (48). Therefore, Ṽ (x̃) =
z′(x̃)TP0z

′(x̃), z′(x̃) = (x1, u1, x3, 2x2 − x2p/(1 + p2))T

is a CLF for the system (47) with

ṗ = v, (52)

where (x1, x2, x3, p)
T is the state vector and (u1, u2, v)

T

is the input vector, because, by choosing the input u1 as

u1 = p, the system (47), (52) coincides with (47), (48).

By taking a minimum value of Ṽ , we obtain a nonsmooth

CLF V on the original manifold. Fig. 1 shows the obtained

CLF on the surface x3 = 0; it indicates that V is nondiffer-

entiable. To obtain the value of p minimizing Ṽ , we have

to solve a seventh-order polynomial equation numerically.

However, if we obtain the value of p minimizing Ṽ uniquely,

we can calculate the derivative of V as (∂V/∂x)(x) =
(∂Ṽ /∂x)(x, p) because Ṽ is differentiable in this case and

∂Ṽ /∂p = 0 for p ∈ L(x). Generally in this example, the

directional derivative of V (x) can be obtained as

∇fV (x) = min
p∈L(x)

∇f ′ Ṽ (x, p), f ′ = [fT , 0]T . (53)

We make a simulation where the original plant (47) is

controlled via the obtained CLF V . The control stabilizing

(47) is chosen as u1 = α1(x) = argminpṼ , u2 = α2(x),
where α2 is the Sontag-type control law

α2(x) = −
Lf̃V +

√

Lf̃V
2 + Lg̃V 4

Lg̃V
(54)

f̃(x) = (α1(x), 0, 2x2 − x2α1(x)/(1 + α1(x)
2))T (55)

g̃(x) = (0, 1, 0)T . (56)

At the nondifferentiable point of V , V̇ is not determined

uniquely because α1(x) and α2(x) are set-valued functions.

Therefore, V̇ under the feedback u1 = α1(x), u2 = α2(x)
is a function of x and p(∈ L(x)). In the actual controller,

we choose p as argminp∈L(x) V̇ (x, p), and then α1(x) and
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Fig. 2. Time responses of the state variables.
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α2(x) can be determined uniquely. Fig. 2 shows the time

responses of the state variables, and Fig. 3 shows the time

responses of the inputs. We can see that the state of the

controlled system tends to the origin, and the control inputs

are discontinuous with respect to time.

Remark : In this example, α1(x) and α2(x) stabilize the

system (44). However, in general, the definition of CLF is

weaker than one of [10], so it is hard to give a general method

to construct a stabilizing control law based on the obtained

CLF. It is expected that for the general controller construc-

tion some additional conditions are necessary. However, the

construction method of the controller is out of range of this

paper’s discussion, and it is our future work.

VII. CONCLUSIONS

In this paper, we propose a construction method for a

CLF by reduction of a CLF designed on an extended space.

We show that if we construct a continuous CLF almost

everywhere on an extended space with the property (11),

taking minimum values of the CLF gives a continuous CLF

on the original manifold. Moreover, if the CLF on the

extended space is locally Lipschitz, the obtained CLF on

the original manifold is also locally Lipschitz, and the local

semiconcavity of the CLF on the extended space gives the

local semiconcavity of the CLF on the original manifold.

The proposed method enables asymptotic stabilization for

a class which is linearizable by a dynamic extension using

static state feedback. Furthermore, this method is applicable

to stabilization problems on noncontractible manifolds via

the CLF designed for the augmented system as described in

[5].

The proposed method is similar to the multilayer minimum

projection method with infinite layers[7], but our method is

different to that of [7] in the following two points. First,

we assume a CLF has been designed on an etale bundle

(specifically a fiber bundle in our case) in this method, but

in [7] a CLF is designed on each layer. Secondly, we do not

suppose compactness of the variable which represents the

index of layers, but assume properness of the CLF on the

extended space. In addition to these points, the topological

structure of the extended space is nontrivial in [7]. In this

regard, [7] addresses more general topological spaces.

Extension of the proposed method to the problem of

the construction of a strict CLF[2], [8] and control law

synthesis[11] based on a nonsmooth CLF are our future

works.
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