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Abstract— Ground tethered energy (GTE) systems are a
promising technology for addressing the challenge of sustain-
able electric power production. This paper presents a GTE
system that converts wind energy into electric energy by using a
kite tethered to a spooling system. More specifically, this system
converts the kinetic energy from the kite’s motion into electric
energy. In this paper, we introduce a dynamic model for the
ground-tethered kite and present an adaptive controller that
is effective for controlling the kite’s motion. In particular, we
present simulation results that demonstrate adaptive command
following, where the kite system is able to harvest energy from
the wind.

I. INTRODUCTION

The combustion of fossil fuels is currently used to meet

the majority of global energy needs. Sustainable methods

for electric power production are needed to address future

shortages of fossil fuels as well as climate change implica-

tions of burning fossil fuels. One potential sustainable energy

resource is wind energy. The recent study [1] proposes that,

by 2030, twenty percent of US power consumption should

be met by wind power sources. Wind farms, consisting

of hundreds of large wind turbines spaced relatively close

together, can be used to capture available wind energy in

high-wind areas. However, these large turbines require heavy

towers, foundations, and huge blades, which have significant

environmental impact, require large resource investments,

and have long amortization periods. In addition, wind farms

generate up to 300 times less power per area of land than

power plants burning fossil fuels [2].

Ground tethered energy (GTE) systems have received less

attention than wind turbines, but some investigations were

conducted in the late 1970s and early 1980s [3]–[5] as well

as more recently in [2], [6]–[10]. A GTE system consists of

a lifting body (e.g., light-weight kite or rigid-wing glider)

that flies at high altitudes (i.e., up to 1,000 meters) and is

controlled by an automatic flight control system. A flexible

tether is used to transmit the aerodynamic forces on the

kite to a power conversion system on the ground. In some

proposed schemes, the power conversion takes place on the

lifting body by using turbines carried on the lifting body

[4]. However, these systems have the disadvantage that a

significant amount of power is required to lift the turbines.
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The focus of the present work is on tethered systems that use

light-weight gliders (or kites) as the lifting body and where

the power conversion is conducted on the ground.

As opposed to wind turbines, GTE systems can be cost-

effective in low-wind-speed areas because:

• kites can fly at altitudes above those where wind tur-

bines operate, which leads to higher available wind

power densities;

• kites do not require expensive tower structures;

• kites can move at high velocities in cross-wind motions

to increase electric power production.

Figure 1 diagrams a GTE system. The kite ascends during

a power-generation phase, where tension is placed on the

tether, which unrolls from a spool placed at the anchor point,

and the spool turns a generator to create power. During a

retraction phase, the tether tension is reduced (by decreasing

the kite’s angle of attack), and the tether is reeled in by a

motor using only a portion of the power generated. The kite’s

motion can be controlled manipulating the kite’s trailing

edge, wingtips, or other control surfaces.

For a GTE system, adaptive control offers several potential

benefits, including the ability to adapt to changing wind con-

ditions and flight conditions. In addition, an adaptive control

approach requires extracting limited model information from

the GTE system as opposed to other control approaches,

which could require more extensive model information.

In the present paper, we first derive the equations of

motion for a GTE system. Next, we use an adaptive control

algorithm (namely, the retrospective cost adaptive control

(RCAC) algorithm, which is presented in [11], [12]) to

control the pitch and roll angles of the ground-tethered kite.

We simulate the ground-tethered kite with RCAC operating

in feedback and force the kite’s pitch and roll angles to

follow sinusoidal command signals, which results in a power-

generating flight trajectory.

RCAC is a discrete-time adaptive control technique for

systems that are possibly nonminimum-phase, provided that

the nonminimum-phase zeros are known [11]–[14]. RCAC’s

ability to control nonminimum-phase systems is important

for application to the ground-tethered kite system because

certain linearized transfer functions of the kite system have

nonminimum-phase zeros (as discussed in Section IV). More

specifically, the linearized roll-moment-to-roll-angle Markov

parameters and the linearized pitch-moment-to-pitch-angle

Markov parameters (which we estimate through numerical

testing) suggest that these linearized transfer functions have

nonminimum-phase zeros near −1 in the z-domain.
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Fig. 1. Kite and tether system coordinates.

II. GROUND-TETHERED KITE EQUATIONS OF MOTION

A. Coordinate System and System Inertia Properties

The kite is modeled as a three-dimensional rigid body,

tethered to a fixed point on the ground. The tether is assumed

to be straight. The inertial space-fixed coordinate system

N is attached to the ground, with its origin located at the

point where the kite is anchored (see Figure 1). Hence,

the system has a model similar to the inverted pendulum,

except that the tether length q1 is allowed to vary with time

and thus is a configuration variable. The tether is hinged at

the kite’s center of mass, which has spherical coordinates

(q1, q2, q3). The kite’s attitude is specified using the roll,

pitch and yaw coordinates (q4, q5, q6). Hence, we have a six

dimensional configuration space with a twelve dimensional

phase space. The kite has mass M and a principal moment

of inertia matrix J. The tether is assumed to have a uniform

density per unit length ρ. Next, we describe the kinetic and

potential energies that are used to derive the Lagrangian and

the equations of motion.

B. Kinetic Energy

The system’s kinetic energy is given by the sum of the

kinetic energy of the tether and the kinetic energy of the

kite. Consider a point located a distance of s along the tether

from the origin. The position vector of that point is given by

r(s) = (s cos q2 sin q3, s sin q2, s cos q2 cos q3),

and, therefore, the velocity of the point is given by

ṙ(s) =
(

q̇1 cos q2 sin q3 − sq̇2 sin q2 sin q3

+sq̇3 cos q2 cos q3,

q̇1 sin q2 + sq̇2 cos q2,

q̇1 cos q2 cos q3 − sq̇2 sin q2 cos q3

−sq̇3 cos q2 sin q3
)

,

where we assume that the tether is rigid (i.e, ṡ = q̇1). Hence,

the kinetic energy for the tether is given by

Kt(q, q̇) =
1

2
ρ

∫ q1

0

ṙ(s) · ṙ(s)ds

=
1

6
ρq1

(

3q̇21 + q21
(

q̇22 + q̇23 cos
2 q2

))

. (1)

The kinetic energy of the kite is the sum of its translational

and rotational kinetic energies and is given by

Kk(q, q̇) =
1

2
M ṙ(q1) · ṙ(q1) +

1

2
Ω · J ·Ω

=
1

2
M

(

q̇21 + q21
(

q̇22 + q̇23 cos
2 q2

))

+
1

2

(

J1ω
2
1 + J2ω

2
2 + J3ω

2
3

)

,

where

Ω =





0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0





is the angular velocity of the kite in the body frame, which

we assume to be aligned with the principal axis frame. Let

R denote the rotation matrix of the kite’s principal axis with

respect to N. Then the angular velocity Ω and the rotation

matrix R are related via the rigid body kinematic equation

Ṙ = RΩ. Thus, the overall system kinetic energy is given

by K(q, q̇) = Kt(q, q̇) +Kk(q, q̇).

C. Potential Energy

Assuming that the kite has a uniform mass distribution, the

overall system potential energy function is given by V (q) =
1
2
ρgq21 cos q2 cos q3 +Mgq1 cos q2 cos q3.

D. Lift and Drag

Let Fd(q) and Fl(q) denote the drag and lift forces

acting on the kite. We note that Fd and Fl are functions

of only (q4, q5, q6), wind speed, and the kite geometry. The

expressions for lift and drag on the kite are given in [6]. Note

that [6] studies a three-dimensional kite model that treats the

kite as a point mass at the end of the tether, as opposed to

a full rigid body with its own lift and drag forces as we

do in this paper. Specifically, we use linear aerodynamic and

lifting-line wing theory to estimate the kite’s lift and drag (for

angles below the kite’s stall angle). In addition, we calculate

the kite’s roll and pitch moments using pitch and roll angle

linear perturbation techniques, which rely on the slope of

the rolling moment coefficient versus roll angle as well as

the slope of the pitching moment coefficient versus angle of

attack. For more information, see for example [15]–[17].

E. System Lagrangian and Equations of Motion

The Lagrangian is given L(q, q̇) = K(q, q̇) − V (q) and

the equations of motion can be obtained from the Euler-

Lagrange equations

d

dt

∂L

∂q̇i
−

∂L

∂qi
= vi + Fdi + Fli, (2)
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where Fdi and Fli are the drag and lift forces or moments

acting in the i direction, and vi is the component of the

generalized control forces acting in the i direction.

The equations of motion that result from (2) are symbol-

ically complex, and we omit them for the sake of brevity.

However, the equations have been verified by showing that

they reduce to the same form as those of known systems.

For example, by setting ρ = 0, we obtained the standard

equations for an aircraft [17]. By letting J = 0 and q1 be

constant, we obtained the standard equations for an inverted

pendulum. Finally, we have verified the equations (2) nu-

merically by comparing their solutions to solutions obtained

from the equations of motion derived using non-Lagrangian

techniques (namely, Newton’s Second Law, which results in

higher order constrained differential equations).

III. RETROSPECTIVE COST ADAPTIVE CONTROL

In this section, we review the recursive-least-squares-

based retrospective cost adaptive control (RCAC) algorithm

presented in [11]. The stability analysis for the RCAC algo-

rithm is provided in [12]. In this section, we also highlight

the model information required by the adaptive controller.

The process for estimating this information for the ground-

tethered kite is discussed in Section IV.

First, consider the multi-input, multi-output linear discrete-

time system

y(k) =

n
∑

i=1

−αiy(k − i) +

n
∑

i=d

βiu(k − i)

+

n
∑

i=0

γiw(k − i), (3)

where α1, . . . , αn ∈ R, βd, . . . , βn ∈ Rl×l, γ0, . . . , γn ∈
Rl×lw , y(k) is the output, u(k) is the control, w(k) is an

unknown bounded exogenous disturbance, and the relative

degree is d > 0.

For this point forward, let q and q−1 denote the forward-

shift and backward-shift operators, respectively. Next, de-

fine β(q)
△
= βdq

n−d + βd+1q
n−d−1 + · · · + βn−1q + βn

and consider the polynomial matrix factorization β(q) =
βu(q)βs(q), where βu(q) is an l×l polynomial matrix; βs(q)
is a monic l×l polynomial matrix; and if λ ∈ C, |λ| ≥ 1, and

det β(λ) = 0, then det βu(λ) = 0 and det βs(λ) 6= 0. We

assume that the matrix polynomial βu(q) is known, which

implies that the nonminimum-phase zeros from u to y are

known. The matrix polynomial βu(q) is the only model

information required by the adaptive controller. Section IV

discusses a technique for estimating this information for the

linearized GTE system.

Next, let r(k) ∈ Rl be an exogenous command signal that

is generated by an unforced Lyapunov stable linear system.

Define the tracking error z(k)
△
= y(k)− r(k). Our goal is to

drive z(k) to zero in the presence of the unknown disturbance

w(k). To achieve this goal, we use a time-series controller

of order nc, which is given by

u(k) =

nc
∑

i=1

Mi(k)u(k − i) +

nc
∑

i=1

Li(k)z(k − i), (4)

where, for all i = 1, . . . , nc, Li : N → Rl×l and Mi : N →
Rl×l are determined by the adaptive control law presented

below. The control (4) can be expressed as

u(k) = ΨT(k)Θ(k), (5)

where

Θ(k)
△
= vec

[

L1(k) · · · Lnc
(k) M1(k) · · · Mnc

(k)
]

,

Ψ(k)
△
= φ(k)⊗ Il ∈ R

2ncl
2
×l,

φ(k)
△
=

[

zT(k − 1) · · · zT(k − nc)

uT(k − 1) · · · uT(k − nc)
]T

∈ R
2ncl,

and ⊗ is the Kronecker product.

Next, let α∗(q) be an asymptotically stable monic poly-

nomial with degree nc + nu + d, where nu is the degree of

βu(q). The polynomial α∗(q) is the characteristic polyno-

mial associated with the target closed-loop dynamics of the

adaptive system. Finally, define the filtered tracking error

zf(k)
△
= ᾱ∗(q

−1)z(k), where ᾱ∗(q
−1)

△
= q−nc−nu−dα∗(q).

Now, let Θ̂ ∈ R2ncl
2

be an optimization variable, and

define the retrospective performance

ẑ(Θ̂, k)
△
= zf(k) + ΦT(k)Θ̂ − β̄u(q

−1)u(k),

where

Φ(k)
△
=

[

β̄u(q
−1)ΨT(k)

]T
,

and β̄u(q
−1)

△
= q−nu−dβu(q). Furthermore, define the

cumulative retrospective cost function

J(Θ̂, k)
△
=

k
∑

i=0

λk−iẑT(Θ̂, i)ẑ(Θ̂, i)

+ λk[Θ̂−Θ(0)]TR[Θ̂−Θ(0)],

where R ∈ R
2ncl

2
×2ncl

2

is positive definite, λ ∈ (0, 1] is a

forgetting factor, and Θ(0) ∈ R2ncl
2

.

The cumulative retrospective cost function J(Θ̂, k) is

minimized by a recursive-least-squares (RLS) algorithm with

a forgetting factor. For each k ≥ 0, J(Θ̂, k) is minimized by

Θ(k + 1) = Θ(k)− P (k)Φ(k)Ω(k)−1zf,r(k), (6)

P (k + 1) =
1

λ
P (k)−

1

λ
P (k)Φ(k)Ω(k)−1ΦT(k)P (k), (7)

where Ω(k)
△
= λI + ΦT(k)P (k)Φ(k), P (0) = R−1, and

zf,r(k)
△
= ẑ(Θ(k), k). In summary, the RLS-based RCAC

is given by (5), (6), and (7). The controller architecture is

shown in Figure 2.
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Fig. 2. Schematic diagram of the RCAC algorithm given by (5)-(7).

IV. IMPLEMENTATION OF RCAC AND ESTIMATING THE

REQUIRED MODEL INFORMATION

In this section, we describe the implementation of the

RCAC algorithm on the ground-tethered kite. The ground-

tethered kite, given by (2), is a continuous-time dynamical

system, and RCAC is a discrete-time algorithm. Thus, we

implement RCAC with a zero-order hold on the inputs and

a sampling time of Ts = 0.05 seconds (which is sufficiently

fast for the speed of the system dynamics). Note that RCAC,

presented in Section III, is based on a linear model of the

plant; however, we stress that in this paper we use this

technique to control the full nonlinear ground-tethered kite

model.

We assume that the ground-tethered kite has two control

inputs, namely, a rolling moment ur(k) and a pitching

moment up(k). Thus, it follows from (2) that the generalized

control force v4 is the zero-order hold of ur(k) and v5
is the zero-order hold of up(k). Furthermore, there are

no other control forces, that is, v1, v2, v3, and v6 from

(2) are identically zero. Next, we assume that there are

two measurements available for feedback, namely, the roll

angle yr(k) and the pitch angle yp(k). Note that yr(k) is

the sampled-data signal obtained from q4 and yp(k) is the

sampled-data signal obtained from q5.

Our objective is to force yp(k) and yr(k) to follow the

external commands rp(k) and rr(k), respectively. Thus, we

define the pitch angle tracking error zp(k)
△
= yp(k)− rp(k)

and the roll angle tracking error zr(k)
△
= yr(k)− rr(k).

We implement two separate RCAC control loops. The

first control loop is a single-input, single-output loop that

controls the ground-tethered kite’s behavior from pitching

moment up(k) to pitch angle yp(k). The second control

loop is a single-input, single-output loop that controls the

ground-tethered kite’s behavior from rolling moment ur(k)
to roll angle yr(k). Thus, from a control design perspective,

we ignore the pitching-moment-to-roll-angle and rolling-

moment-to-pitch-angle effects (although these effects do

exist within the nonlinear ground-tethered kite model). This

design choice is supported by numerical tests, which sug-

gest that the pitching-moment-to-pitch-angle dynamics are

weakly coupled to the rolling-moment-to-roll-angle dynam-

ics. Figure 3 is a schematic diagram, which shows the two-

control-loop implementation of RCAC. For the remainder of

this paper, we use the controller notation from Section III and

add the subscript p to denote the pitching-moment-to-pitch-

angle dynamics and control loop, or the subscript r to denote

the rolling-moment-to-roll-angle dynamics and control loop.

RCAC for
Roll Motion

Tethered

Kite

RCAC for
Pitch Motion

� zr i

+

-� rr

6

yr

yp

?i
+

-
�

zp
�

rp

-ur

-w

-
up

Fig. 3. Schematic diagram of the two-control-loop RCAC.

In order to implement the two RCAC loops, we require

estimates of βu,p(q) and βu,r(q), which characterize the

nonminimum-phase zeros of the linearized GTE system.

However, the polynomials βu,p(q) and βu,r(q) can be es-

timated from a finite number of Markov parameters of the

linearized tethered kite system. For example, let Gp(z) de-

note the transfer function of the linearized tethered kite from

up(k) to yp(k). The Laurent series expansion of Gp(z) about

z = ∞ is Gp(z) =
∑∞

i=1 z
−iHp,i, where Hp,1, Hp,2, . . . are

the Markov parameters of the linearized system from up(k)
to yp(k). Truncating the Laurent series expansion after µ+1
terms yields the truncated Laurent series expansion of Gp(z)
about z = ∞, which is given by Ḡp(z) =

∑µ+1

i=1 z−iHp,i.

Next, since Gp(z) is an asymptotically stable single-input,

single-output transfer function, it follows that a subset of the

roots of Hp(z)
△
= Hp,1z

µ+Hp,2z
µ−1+· · ·+Hp,µz+Hp,µ+1

can be shown to approximate the nonminimum-phase zeros

of Gp(z). Thus, βu,p(q) and βu,r(q) can be estimated from

a finite number of Markov parameters.

We use the observer/Kalman-filter identification (OKID)

algorithm (see [18]) to estimate the pitching-moment-to-

pitch-angle Markov parameters and rolling-moment-to-roll-

angle Markov parameters of the linearized tethered kite

system. In particular, the tethered kite is excited with zero-

mean broadband white noise through the control inputs up(k)
and ur(k), and the resulting input-output data is used to

estimate the first 500 Markov parameters.

The pitching-moment-to-pitch-angle Markov parameters

suggest that Gp(z) has a nonminimum-phase zero near −1.

Thus, the polynomial βu,p(q) is estimated as βu,p(q) =
Hp,1(q+1) = 0.0013(q+1). Similarly, the rolling-moment-

to-roll-angle Markov parameters suggest that the rolling-

moment-to-roll-angle transfer function has a nonminimum-

phase zero near −1. Thus, we let βu,r(q) = 0.0013(q+ 1).

V. SIMULATION RESULTS

In this section, we present numerical examples to demon-

strate control of the GTE system using RCAC. For all ex-

amples, we initialize the controllers to zero, that is, θr(0) =
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θp(0) = 0, and controller orders are nc,r = nc,p = 28.

Additionally, λr = λp = 1, Pr(0) = Pp(0) = 1011I56, and,

as discussed above, βu,r = βu,p = 0.0013(q+ 1).
For all examples, the GTE system has M = 100 kg,

ρ = 0.01kg/m2, J1 = 833.33kg ·m2, J2 = 133.33kg ·m2,

and J3 = 966.67kg ·m2. Additionally, the kite has wing

area 10m2, wing span 5m, aspect ratio 2.5, wing mean

chord length 2m, wing airfoil lift curve slope 2π, Glauert

coefficient 0.1, Oswald efficiency factor 0.9, parasitic drag

coefficient 0.05, and wing angle of zero lift −5◦. Next, we

let the slope of rolling moment coefficient versus roll angle

be −0.1/rad and the slope of pitching moment coefficient

versus angle of attack be −0.05/rad. Finally, we let q1(0) =
400 m, q2(0) = 10◦, q3(0) = 192◦, q4(0) = 2◦, q5(0) = 5◦,

q6(0) = 0◦, q̇1(0) = 5 m/s, q̇2(0) = 3◦/s, q̇3(0) = −2◦/s,

q̇4(0) = 2◦/s, q̇5(0) = 3◦/s, and q̇6(0) = 0◦/s.

The wind velocity in the inertial x-direction is given by

10(zalt/30)
1/7 m/s, where zalt is the kite altitude in meters.

The wind velocities in the inertial y-direction and inertial

z-direction are zero. Instantaneous power equals the tension

in the tether times the velocity of the tether q̇1.

A. Pitch Angle Command Following

In this example, we use only one RCAC control loop,

specifically, we use the pitching-moment-to-pitch-angle con-

trol loop and let the rolling moment ur(k) be identically

zero. We let the external command signal (given in degrees)

be rp(k) = 5 + 2 sin(0.2πTsk). The ground-tethered kite is

allowed to move open loop for 8 seconds and at 8 seconds,

the adaptive controller is turned on. Figure 4 shows the

ground-tethered kite’s pitch angle and the command signal

rp. Within several seconds of turning on the controller, the

pitch angle tends toward the command signal rp. Figure 5

shows the configuration variables q1 through q6, and Figure

6 shows the ground-tethered kite’s altitude as well as the

power generated. In the 100 second simulation, the average

power generated is 1.30 kW.
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Fig. 4. Pitch Angle Command Following: The controller is turned on
at 8 seconds, and the kite’s pitch angle (solid) asymptotically tracks the
command signal (dashed).

B. Pitch and Roll Angle Command Following

In this example, we use both RCAC control loops (as

shown in Figure 3). The command signals (given in de-

grees) are rr(k) = 15 sin(0.1πTsk) and rp(k) = 5 +
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Fig. 5. Configuration Coordinates for Pitch Angle Command Following:

The configuration variables q1, q2, q3, q4, q5, and q6 are well behaved with
RCAC in feedback.
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Fig. 6. Kite Altitude and Power Generated for Pitch Angle Command

Following: The kite’s altitude increases over time, and the system generates
1.30 kW of power (on average).

2 sin(0.2πTsk). The GTE system initially moves open loop

and at 8 seconds, both adaptive controllers are turned on.

Figure 7 shows the ground-tethered kite’s pitch and roll

angles and the commands rp and rr. After the controllers

are turned on, the pitch and roll angles tend toward the

commands rp and rr, respectively. Figure 8 shows the

variables q1 through q6, and Figure 9 shows the ground-

tethered kite’s altitude and the power generated. In the 100

second simulation, the average power generated is 1.59 kW.

The two examples given in this section demonstrate that

RCAC can be used to force the kite’s pitch and roll angles

to follow sinusoidal command signals. Due to space consid-

erations, plots for other command signals have been omit-

ted. However, the adaptive controller yields similar results

with a wide range of command signals, including sinusoid

commands with different amplitudes and frequencies; sum-

of-sinusoid command signals; and step command signals.

For sum-of-sinusoid commands, the controller order should

be increased to provide enough degrees of freedom for

the adaptive controller to achieve internal models at each
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command frequency (see [12] for additional details).
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Fig. 7. Pitch and Roll Angle Command Following: The controller is turned
on at 8 seconds, and the kite’s pitch angle (solid) asymptotically tracks the
command signal (dashed) while the kite’s roll angle (solid) asymptotically
tracks the command signal (dashed).
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Fig. 8. Configuration Coordinates for Pitch and Roll Angle Command

Following: The configuration variables q1, q2, q3, q4, q5, and q6 are well
behaved with RCAC in feedback.

VI. CONCLUSION

In this paper, we derived the Lagrangian equations of

motion for a GTE system, reviewed RCAC, and implemented

RCAC on the GTE system. In particular, we demonstrated

that the adaptive controller is capable of forcing the kite’s

pitch and roll angles to follow sinusoidal commands. Further-

more, these command trajectories resulted in positive power

generation. In future work, we will explore determining the

maximum-power-generating kite trajectories and following

these trajectories using RCAC. In addition, future work

includes extending the results of this paper to the case with

time-varying wind, as well as exploring controlling the full

tether extension and retraction cycle (as current simulations

focus on the tether extension, or power generation phase).
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