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#### Abstract

This work deals with the source-seeking problem in which the task is to locate the source of some signal using a fleet of Autonomous Underwater Vehicles (AUVs). The present paper proposes a distributed solution in which a group of vehicles uniformly distributed in a fixed circular formation, estimates the gradient direction of the signal propagation. The distributed algorithm takes into account the communication constraints and depends on direct signal measurements. Our approach is based on the previous results in formation control to stabilize the fleet in a circular formation with time-varying center and in a collaborative source-seeking algorithm. The results are supported through computer simulations.


## I. Introduction

Cooperative control problems and multi-agent systems have received much attention in recent years. The field includes consensus algorithms for multi-agent systems [1], [2], flocking [3], distributed sensor networks [4], [5], and autonomous systems as underwater and unmanned air vehicles (AUVs and UAVs) [6], [7]. Cooperative formation control and motion coordination have been extensively studied, see [8], [9], [10], among many others. Control laws have been provided to make a fleet of agents (vehicles) obtain circular and parallel formations [6], [11]. Many extensions based on these works have been developed: three-dimensional formation control [12], planar circular formation control in a flow-field [13], and stabilization of a fleet to other closed forms [14], [15].

In [16], a new control law is proposed to translate a circular formation following a desired external reference trajectory of its center. Designing a collaborative reference to move the formation is a first step to achieve the source location of some signal. The source could be a point of chemical contamination and the signal would be that chemical's concentration in the environment, for example. The objective of the source-seeking problem is to obtain the direction to steer the formation towards the source by a cooperative algorithm using the concentration measurements of the agents.

There exist many different approaches to resolve the source-seeking problem in the literature. The extremum seeking problem is solved under different hypotheses using a single nonholonomic vehicle, [17], [18]. In this case all

[^0]the measurements would come from a single vehicle as it changes position over time. An other strategy consists in approximating the gradient value of the signal using concentration measurements of multiple vehicles at different locations [4]. Some collaborative methods have been proposed, based on distributed estimation of the concentration plume [19], [20]. In theses cases, the function signal is estimated or approximated and the source localization becomes a distributed optimization problem.

The work presented in [21] deals with a collaborative multi-agent algorithm to solve the source seeking problem using only direct signal measurements by a circular formation of agents. This new approach considers all-toall communication (i.e., every agent talks to every other agent) between the agents and the control law needs the information of all the agents to converge. Our objective now is to design a distributed algorithm based on this previous one but considering restricted communication. The present paper addresses an other possible solution to the source localisation problem. We show how a group of vehicles uniformly distributed in a circular formation, is able to approximate the gradient direction of the signal propagation to steer the formation towards the source location. In order to achieve this objective under limited communication, each agent estimates its own direction based on its neighbors' concentration measurements. We include a consensus algorithm to converge to the same desired gradient direction.

This paper is organized as follows. First, Section II presents a result on gradient approximation and the problem formulation. In Section III we propose a first algorithm that combines standard consensus tools, and show its limitations both by theoretical convergence analysis and simulations. Then, Section IV presents an improved estimation algorithm based on averaging. Conclusions and future works are presented in Section V.

Notation. Let $\mathcal{G}=(V, E)$ be an undirected graph with an adjacency matrix $\mathcal{A}=\left[a_{k j}\right]$ that specifies the communication topology of the multi-agent system: $a_{k j}=1$ if agents $k$ and $j$ $\in V$ communicate, else $a_{k j}=0$. The set of nodes (agents) is denoted by $V=\{1, \ldots, N\}$. Let $\mathcal{N}_{k}=\left\{k \in V: a_{k j} \neq 0\right\}$ the set of neighbors of agent $k$ and $\mathcal{J}_{k}=\mathcal{N}_{k} \cup\{k\}$. The Laplacian matrix $\mathbf{L}$ of graph $\mathcal{G}$ is defined as $\mathbf{L}=\Delta-\mathcal{A}$ where $\Delta$ is the diagonal matrix which contains the degree of each agent, i.e., $\Delta_{k k}=d_{k}=\sum_{j} a_{k j}$. In the sequel, $\otimes$ denotes the Kronecker product and, for simplicity, we define $\mathbf{M}_{2}=\mathbf{M} \otimes \mathbf{I}_{2}$ where $\mathbf{M}$ is a square matrix and $\mathbf{I}_{N}$ is the identity matrix of order $N$.

## II. Problem Formulation

The objective of this work, is to estimate the gradient direction of a signal distribution based on the concentration measurements obtained by a circular formation of agents, taking into account the communication constraints. This estimated direction will be the reference velocity of the formation center in order to steer the group of agents to the source location.

## A. Background

The algorithm to estimate the gradient direction of a signal distribution presented in this paper builds on the previous result on formation control from [16]. In this work a control law which asymptotically stabilizes the vehicles to a circular formation around a dynamic center point $c(t)=\left(c_{x}, c_{y}\right)^{T}$ with a uniform distribution (i.e., with the agents evenly separated on the circle by $2 \pi / N$ radians each) is developed. The center of the formation $c(t)$ is an external reference known for all the agents. Consider now the stable circular formation described by a center point $c$, a radius $R$ and an angle $\phi$ which is linearly increasing with time (i.e., $\phi=\omega_{0} t$ for some angular speed $\omega_{0}>0$. Therefore, the position of each agent $k$ is given by the following equation:

$$
\begin{align*}
& x_{k}=c_{x}+R \cos \left(\phi+k \frac{2 \pi}{N}\right) \\
& y_{k}=c_{y}+R \sin \left(\phi+k \frac{2 \pi}{N}\right) \tag{1}
\end{align*}
$$

This equation describes a formation where the agents are uniformly distributed on a circle of radius $R$. In the context of source-seeking problem, the objective is that the center of the formation $c(t)$ follows a trajectory which converges to the maximum of a signal, that is usually its source. Using this previous work on formation control, a first result in collaborative source-seeking is accomplished in [21]. The authors consider here a stable circular formation of $N$ mobile agents in the plane. An outer-loop control that steers the formation by determining $\dot{c}(t)$ in a collaborative way is provided. The main constraint of the algorithm of [21] is the all-to-all communication assumption.

## B. Gradient Approximation

Our approach considers that the circular formation is not moving. Only the estimation of gradient direction is addressed here.

Assumption 1 In the sequel, we assume that the center of the circular formation $c$, is fixed and known for all the agents.

The distribution of the signal strength in the environment will be described by an unknown positive spatial mapping $\rho: \mathbb{R}^{2} \rightarrow \mathbb{R}^{+}$, and so agent $k$ measures the signal strength at its position $r_{k}=\left(x_{k}, y_{k}\right)^{T}$, as $\rho\left(r_{k}\right)$. Our approach deals with the approximation of the gradient direction of this signal distribution $\rho$ by a circular formation of agents at a given location $c$, see Fig. 1.

Consider a fleet of agents given by (1) taking measurements of a signal distribution $\rho$. Let $\nabla \rho(c)=$


Fig. 1. Problem formulation
$\left(\nabla_{x} \rho(c), \nabla_{y} \rho(c)\right)$ denote the gradient of function $\rho$ in the center of the circular formation. The following lemma is proposed:

Lemma 1 Let $\rho$ be a bounded function and $\rho\left(r_{k}\right)$ the measure obtained by agent $k$ where $r_{k}$ is its position vector given by (1). If Assumption 1 is satisfied and the agents are uniformly distributed along the circle centered at $c$, then:
(i) Considering a fleet of $N>2$ agents the following equation is satisfied:

$$
\begin{equation*}
\frac{1}{N} \sum_{k=1}^{N} \rho\left(r_{k}\right)\left(r_{k}-c\right)=\frac{R^{2}}{2} \nabla \rho(c)^{T}+o\left(R^{2}\right) \tag{2}
\end{equation*}
$$

(ii) Considering a limitless number of agents along the circular formation $(N \rightarrow \infty)$ the following equation is satisfied:

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} \rho\left(r_{k}\right)\left(r_{k}-c\right) d \phi=\frac{R^{2}}{2} \nabla \rho(c)^{T}+o\left(R^{2}\right) \tag{3}
\end{equation*}
$$

Proof: In both cases (i) and (ii) the uniform distribution of the agents along a fixed circle is assumed, then $\sum_{k=1}^{N}\left(r_{k}-\right.$ $c)=0$ and $\int_{0}^{2 \pi}\left(r_{k}-c\right) d \phi=0$ respectively. By definition of gradient of the function $\rho$ at a fixed location $c$ the following equation holds:

$$
\begin{equation*}
\rho\left(r_{k}\right)-\rho(c)=\nabla \rho(c)\left(r_{k}-c\right)+o(R) \tag{4}
\end{equation*}
$$

Multiplying this previous equation by the relative vector $\left(r_{k}-c\right)$ and summing over $k=1, \ldots, N$, it yields:
$\frac{1}{N} \sum_{k=1}^{N} \rho\left(r_{k}\right)\left(r_{k}-c\right)=\frac{1}{N} \sum_{k=1}^{N}\left[\nabla \rho(c)\left(r_{k}-c\right)\right]\left(r_{k}-c\right)+o\left(R^{2}\right)$
Analyzing in terms of components and using (1) to express the position of the agents $r_{k}$, the right-hand side of the previous equation is given by:

$$
\frac{R^{2}}{N} \sum_{k=1}^{N}\binom{\nabla_{x} \rho(c) \cos ^{2} \phi_{k}+\nabla_{y} \rho(c) \cos \phi_{k} \sin \phi_{k}}{\nabla_{x} \rho(c) \sin \phi_{k} \cos \phi_{k}+\nabla_{y} \rho(c) \sin ^{2} \phi_{k}}
$$

where $\phi_{k}=\phi+k \frac{2 \pi}{N}$. Thanks to the uniform distribution if $N>2$ then $\sum_{k=1}^{N} \cos \left(2 k \frac{2 \pi}{N}\right)=0$ (the same equality also
holds for the sinus) and trigonometric properties ensure that:

$$
\frac{1}{N} \sum_{k=1}^{N}\left[\nabla \rho(c)\left(r_{k}-c\right)\right]\left(r_{k}-c\right)=\frac{R^{2}}{2} \nabla \rho(c)^{T}
$$

Thus, the equality (2) is satisfied. A similar analysis can be applied to second case (ii). Using trigonometric properties, integrating along the circle (in the interval $[0,2 \pi]$ ) and thanks to the equality $\int_{0}^{2 \pi} \cos \phi d \phi=0$ (the same equality also holds for $\sin \phi$ ) we obtain the following equation:

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[\nabla \rho(c)\left(r_{k}-c\right)\right]\left(r_{k}-c\right) d \phi=\frac{R^{2}}{2} \nabla \rho(c)^{T}
$$

and equality (3) is straightforwardly obtained.
This result provides an approximation of gradient of the signal distribution at the center of the circular formation.

## C. Problem Formulation

The objective of this paper is to develop a distributed algorithm to estimate the gradient direction of the signal distribution $\rho$ at the center of a circular formation of agents.

The communication constraints are taken into account through a communication graph $\mathcal{G}$. Due to these communication restrictions each agent estimates its own gradient direction $z_{k}$ using the information of its neighbors according to the communication topology. The aim is to make all estimated directions $z_{k}$ converge to the mean direction defined as:

$$
\begin{equation*}
u^{*}=\frac{1}{N} \sum_{k=1}^{N} u_{k} ; \quad u_{k}=\rho_{k}\left(r_{k}-c\right) \tag{5}
\end{equation*}
$$

where $u_{k}$ is the relative position vector of agent $k$ weighted by its concentration measurement $\rho_{k}=\rho\left(r_{k}\right)$. Thanks to Lemma 1 (i), this mean vector $u^{*}$ approximates the gradient direction of the signal distribution at the center of the formation $c$. A consensus algorithm is implemented to obtain the same estimated gradient direction of the signal distribution for all the agents.

## III. Collaborative Estimation of Gradient Direction

## A. Consensus algorithm

Consensus filters for sensor networks are developed in [2]. In this work, the authors consider a sensor network of size $N$ with information flow (communication graph) $\mathcal{G}$. Each sensor $k$ measures the same signal that is corrupted by noise. Based on this approach for sensor networks, we propose the following consensus algorithm for the multi-agents system to estimate the gradient direction of the signal propagation by a fixed circular formation in a collaborative way:

$$
\dot{z}_{k}=\kappa \sum_{j \in \mathcal{N}_{k}} a_{k j}\left(z_{j}-z_{k}\right)+\sum_{j \in \mathcal{J}_{k}} a_{k j}\left(u_{j}-z_{k}\right)
$$

where $\kappa>0$ is a control parameter which is introduced to make the algorithm more flexible. The consensus variable is the vector $z_{k} \in \mathbb{R}^{2}$ which represents the estimated gradient direction by agent $k$. The input $u_{k}=\rho_{k}\left(r_{k}-c\right) \in \mathbb{R}^{2}$,
depends on the concentration measurements and the position of the agent in the formation.

Using the Laplacian matrix of the communication topology of the multi-agents system the previous equation can be rewritten in a matrix way:

$$
\begin{aligned}
\dot{\mathbf{z}} & =-\kappa \mathbf{L} \otimes \mathbf{I}_{2} \mathbf{z}+\mathbf{I}_{N} \otimes \mathbf{I}_{2}(\mathbf{u}-\mathbf{z})+\mathcal{A} \otimes \mathbf{I}_{2} \mathbf{u}-\Delta \otimes \mathbf{I}_{2} \mathbf{z} \\
& =-\left(\mathbf{I}_{N}+\Delta+\kappa \mathbf{L}\right)_{2} \mathbf{z}+\left(\mathbf{I}_{N}+\mathcal{A}\right)_{2} \mathbf{u}
\end{aligned}
$$

where $\mathbf{z}=\left(z_{1}^{T}, z_{2}^{T}, \ldots, z_{N}^{T}\right)^{T}$ and $\mathbf{u}=\left(u_{1}^{T}, u_{2}^{T}, \ldots, u_{N}^{T}\right)^{T}$ are vectors of dimension $2 N$, and $\mathbf{I}_{N}$ the identity matrix of order $N$. Let $\mathbf{A}_{\kappa}=\left(\mathbf{I}_{N}+\Delta+\kappa \mathbf{L}\right)_{2}$, and $\mathbf{B}=\left(\mathbf{I}_{N}+\mathcal{A}\right)_{2}$. Note that by definition, $\mathbf{A}_{\kappa}$ is a positive definite matrix. Then, the previous equation becomes:

$$
\begin{equation*}
\dot{\mathbf{z}}=-\mathbf{A}_{\kappa} \mathbf{z}+\mathbf{B u} \tag{6}
\end{equation*}
$$

Consider the vector of dimension $2 N, \mathbf{u}^{*}=\mathbf{1} \otimes u^{*}$, where $\mathbf{1}=(1, \ldots, 1)^{T} \in \mathbb{R}^{N}$ is the vector of ones that is always a right eigenvector of $\mathbf{L}$ corresponding to the eigenvalue 0 . Then the error equation is $\eta=\mathbf{z}-\mathbf{u}^{*}$. Using (6), the dynamics of the error can be written as:

$$
\dot{\eta}=-\mathbf{A}_{\kappa} \eta+\mathbf{B}\left(\mathbf{u}-\mathbf{u}^{*}\right)-\dot{\mathbf{u}}^{*}
$$

The stability of this algorithm is analyzed using the Lyapunov function $V=\frac{1}{2} \eta^{T} \mathbf{A}_{\kappa} \eta$. Differentiating this function we obtain:

$$
\dot{V}=-\eta^{T} \mathbf{A}_{\kappa}^{T} \mathbf{A}_{\kappa} \eta+\left(\mathbf{u}-\mathbf{u}^{*}\right)^{T} \mathbf{B}^{T} \mathbf{A}_{\kappa} \eta-\dot{\mathbf{u}}^{* T} \mathbf{A}_{\kappa} \eta
$$

Let $\left\|\dot{u}^{*}\right\| \leq \nu$, due to the soft variation of the concentration levels of the signal distribution considered here, then

$$
\begin{aligned}
\dot{V} \leq & -\lambda_{\min }^{2}\left(\mathbf{A}_{\kappa}\right)\|\eta\|^{2}+\nu \sqrt{N}\left(1+d_{\max }\right)\|\eta\| \\
& +\left\|\left(\mathbf{u}-\mathbf{u}^{*}\right)^{T} \mathbf{B}^{T} \mathbf{A}_{\kappa} \eta\right\|
\end{aligned}
$$

It is plausible to assume that a bound on maximal signal concentration is known from the problem setting. Therefore, $\left\|\left(\mathbf{u}-\mathbf{u}^{*}\right)\right\| \leq \alpha$ where $\alpha$ depends on the radius of the circular formation and on the greatest concentration measurement obtained by the agents. For simplicity, let $\gamma$ be a bound of the following matrix norm $\left\|\mathbf{B}^{T} \mathbf{A}_{\kappa}\right\| \leq \gamma$. Taking these considerations into account the following equation holds:

$$
\left\|\left(\mathbf{u}-\mathbf{u}^{*}\right)^{T} \mathbf{B}^{T} \mathbf{A}_{\kappa}\right\| \leq \alpha \gamma
$$

The derivative of the Lyapunov function is bounded by:

$$
\dot{V} \leq-\lambda_{\min }^{2}\left(\mathbf{A}_{\kappa}\right)\|\eta\|^{2}+\left(\nu \sqrt{N}\left(1+d_{\max }\right)+\alpha \gamma\right)\|\eta\|
$$

Based on the proof of Proposition 2 from [2] a closed ball $B_{\beta}$ centered at $\eta=0$ is defined with radius

$$
\beta=\frac{\nu \sqrt{N}\left(1+d_{\max }\right)+\alpha \gamma}{\lambda_{\min }^{2}\left(\mathbf{A}_{\kappa}\right)}
$$

Let $\Omega_{m}=\{\eta: V(\eta) \leq m\}$ be a level set of the Lyapunov function $V(\eta)$ with $m=\frac{1}{2} \lambda_{\max }\left(\mathbf{A}_{\kappa}\right) \beta^{2}$. Then, $B_{\beta}$ is contained in $\Omega_{c}$ because

$$
\|\eta\| \leq \beta \Longrightarrow V(\eta)=\frac{1}{2} \eta^{T} \mathbf{A}_{\kappa} \eta \leq \frac{1}{2} \lambda_{\max }\left(\mathbf{A}_{\kappa}\right) \beta^{2}=m
$$


(a) Estimated directions $z_{k}$


(b) Components of estimated directions $z_{k}$

Fig. 2. Simulation of a circular formation of five agents centered at $c=$ $(2,2)^{T}$. The consensus algorithm of Theorem 1 is implemented with $\kappa=$ 50.
and thus $\eta \in \Omega_{m}$. As a result, any solution of (7) starting in $\mathbb{R}^{2 N} \backslash \Omega_{m}$ satisfies $\dot{V}<0$. Thus, it enters $\Omega_{m}$ in some finite time and remains in $\Omega_{m}$ thereafter. This guarantees global asymptotic $\epsilon$-stability of $\eta=0$ with a radius $\epsilon=$ $\beta \lambda_{\max }\left(\mathbf{A}_{\kappa}\right) / \lambda_{\min }\left(\mathbf{A}_{\kappa}\right)$. To show this, note that

$$
\frac{1}{2} \lambda_{\min }\left(\mathbf{A}_{\kappa}\right)\|\eta\|^{2} \leq V(\eta) \leq \frac{1}{2} \lambda_{\max }\left(\mathbf{A}_{\kappa}\right) \beta^{2}
$$

Thus, the solutions enter the region

$$
\|\eta\| \leq \beta \sqrt{\frac{\lambda_{\max }\left(\mathbf{A}_{\kappa}\right)}{\lambda_{\min }\left(\mathbf{A}_{\kappa}\right)}}
$$

which implies the radius of $\epsilon$-stability is

$$
\epsilon=\frac{\nu \sqrt{N}\left(1+d_{\max }\right)+\alpha \gamma}{\lambda_{\min }^{2}\left(\mathbf{A}_{\kappa}\right)} \sqrt{\frac{\lambda_{\max }\left(\mathbf{A}_{\kappa}\right)}{\lambda_{\min }\left(\mathbf{A}_{\kappa}\right)}}
$$

The $\epsilon$-stability of $\eta=0$ implies $\epsilon$-tracking of the mean vector $\mathbf{u}^{*}$ by every agent, therefore $\epsilon$-consensus is asymptotically reached. After the previous detailed analysis, this result can be presented as a theorem:

Theorem 1 Consider a circular formation of $N$ agents defined by (1) with a connected communication graph $\mathcal{G}$ and Assumption 1 is satisfied. Let $\rho: \mathbb{R}^{2} \rightarrow \mathbb{R}^{+}$be a bounded function and the mean vector $u^{*}$ defined in (5) satisfies $\left\|\dot{u}^{*}\right\| \leq \nu$. Then, $z^{*}(t)=\mathbf{1} \otimes u^{*}$ is a globally asymptotically $\epsilon$ - stable equilibrium of the dynamics of the distributed algorithm given by

$$
\begin{equation*}
\dot{\boldsymbol{z}}=-\kappa \boldsymbol{L}_{2} \boldsymbol{z}-\boldsymbol{L}_{2} \boldsymbol{u}+\left(\boldsymbol{I}_{N}+\Delta\right)_{2}(\boldsymbol{u}-\boldsymbol{z}) \tag{7}
\end{equation*}
$$



Fig. 3. Simulation of a circular formation of five agents centered at $c=$ $(0,0)^{T}$. The consensus algorithm (7) is implemented with $\kappa=50$.
with $\boldsymbol{u}=\left(\rho_{1}\left(r_{1}-c\right)^{T}, \ldots, \rho_{N}\left(r_{N}-c\right)^{T}\right)^{T}$ and

$$
\epsilon=\frac{\left(\nu \sqrt{N}\left(1+d_{\max }\right)+\alpha \gamma\right) \lambda_{\max }^{\frac{1}{2}}\left(\boldsymbol{A}_{\kappa}\right)}{\lambda_{\min }^{\frac{5}{2}}\left(\boldsymbol{A}_{\kappa}\right)}
$$

where the matrix $\boldsymbol{A}_{\kappa}$ and the constants $\alpha$ and $\gamma$ are previously defined.

## B. Simulations

In this section we present simulations results of the previous algorithm. All simulations show a circular formation of five agents with radius $R=1 m$ and angular velocity $\omega_{0}=1 \mathrm{rad} / \mathrm{s}$. The communication graph is a ring (i.e,. each agent is linked to its two closest neighbors on the circle).

In Figs. 2 and 3, the source-seeking consensus algorithm (7) from Theorem 1 is implemented with $\kappa=50$. For these simulations, the function $\rho$ representing the signal distribution centered at the origin has circular level sets, $\rho(x, y)=100 e^{-\left(x^{2}+y^{2}\right) / 10}$. Therefore, the gradient vector $\nabla \rho(c)$ provides the adequate direction to steer the formation to the source location. Both figures (a) show two snapshots. The void circles represent the initial conditions and the black dashed lines the initial estimated direction $z_{k}$ of each agent. The red circles represent the position of the agents at $t=50 \mathrm{~s}$ and the red lines are the estimated gradient directions at that time. The blue line is the real direction of the gradient at center $c$. Both figures (b) show the components of the consensus variable $z_{k}$ and the mean vector $u^{*}$. The estimated directions $z_{k}$ oscillate around the vector
$u^{*}$ which approximates the true gradient direction for any initial conditions.

In Fig. 2 the circular formation is centered at $c=(2,2)$ and the oscillations of the estimated gradient directions $z_{k}$ are smaller than in Fig. 3 where the formation is centered at source location. In this second case, as the mean of the directions is equal to zero, the convergence region of radius $\epsilon$ leads to completely wrong gradient direction estimations.

## C. Conclusions and limitations of the algorithm

The final gradient direction $z_{k}$ estimated by each agent oscillates with period $T=2 \pi / \omega_{0}$. The amplitude of these oscillations depends on the concentration measurements $\rho_{k}$. When the formation is closer to the source location, the measurements are greater, thus, the amplitude of oscillations are greater as well. Moreover, as the gradient is closer to zero in the neighborhood of the source (at least with the Gaussian profile we use), a ball of radius $\epsilon$ around 0 leaves the gradient direction essentially unknown; thus Theorem 1 does not guarantee good behavior in the neighborhood of the source. In order to avoid these problems, an averaging approach is presented in the following section.

## IV. Refined Collaborative Estimation of Gradient Direction Result

The previous section presents a collaborative algorithm, which uses the concentration measurements obtained by a formation of agents to estimate the gradient direction of a signal distribution in its center.

The agents describe a periodic movement, it means that $r_{k}(t)=r_{k}(t+T)$ with $T=2 \pi / \omega_{0}$. Therefore, the measurements $\rho_{k}$ obtained by agent $k$ is a periodic map because $\rho\left(r_{k}(t)\right)=\rho\left(r_{k}(t+T)\right)$. In conclusion, the input variable of the consensus algorithm $u_{k}=\rho_{k}\left(r_{k}-c\right)$ is a $T$-periodic function with $T=2 \pi / \omega_{0}$. Estimated directions $z_{k}$ obtained by the consensus algorithm (7) shown in Figs. 2 and 3 are also periodic. The average of these solutions approximates the gradient direction of the signal propagation. Thanks to these observations, an analysis of the average properties of the input variable $u_{k}$ seems adequate. In this section, the previous distributed consensus algorithm is improved using the periodic properties of the measurements $\rho\left(r_{k}\right)$.

## A. Estimation Algorithm using time-average inputs

We present an improved estimation algorithm based on the periodic properties of the input $u_{k}$. The input vector $u_{k}$ in previous consensus algorithm is replaced by its mean value over one period $T=2 \pi / \omega_{0}$ which is defined as:

$$
\begin{equation*}
\bar{u}_{k}=\frac{1}{T} \int_{t-T}^{t} \rho_{k}\left(r_{k}(\tau)-c\right) d \tau \tag{8}
\end{equation*}
$$

Therefore, thanks to Lemma 1 (ii) the new mean vector $\bar{u}^{*}$ approximates the gradient of the signal propagation $\rho$ in the center of the circular formation:

$$
\begin{equation*}
\bar{u}^{*}=\frac{1}{N} \sum_{k=1}^{N} \bar{u}_{k} \tag{9}
\end{equation*}
$$

The new input variable of the improved algorithm based on (7), is the mean vector $\overline{\mathbf{u}}=\left(\bar{u}_{1}^{T}, \bar{u}_{2}^{T}, \ldots, \bar{u}_{N}^{T}\right)^{T}$, and the objective is defined as $\overline{\mathbf{u}}^{*}=\mathbf{1} \otimes \bar{u}^{*}$. Following the analysis developed in section III-A, let us assume that the following inequality $\left\|\left(\overline{\mathbf{u}}-\overline{\mathbf{u}}^{*}\right)\right\| \leq \bar{\alpha}$ is satisfied. Using these considerations, a new algorithm is proposed in the following corollary:

Corollary 1 Consider a circular formation of $N$ agents defined by (1) with a connected communication graph $\mathcal{G}$ and Assumption 1 is satisfied. Let $\rho: \mathbb{R}^{2} \rightarrow \mathbb{R}^{+}$be a bounded function and the mean vector $\bar{u}^{*}$ defined in (9) satisfies $\left\|\dot{\bar{u}}^{*}\right\| \leq \bar{\nu}$. Then, $z^{*}(t)=\boldsymbol{1} \otimes \bar{u}^{*}$ is a globally asymptotically $\bar{\epsilon}$-stable equilibrium of the dynamics of the distributed algorithm given by

$$
\begin{equation*}
\dot{\boldsymbol{z}}=-\kappa \boldsymbol{L}_{2} \boldsymbol{z}-\boldsymbol{L}_{2} \overline{\boldsymbol{u}}+\left(\boldsymbol{I}_{N}+\Delta\right)_{2}(\overline{\boldsymbol{u}}-\boldsymbol{z}) \tag{10}
\end{equation*}
$$

with

$$
\bar{\epsilon}=\frac{\left(\bar{\nu} \sqrt{N}\left(1+d_{\max }\right)+\bar{\alpha} \gamma\right) \lambda_{\max }^{\frac{1}{2}}\left(\boldsymbol{A}_{\kappa}\right)}{\lambda_{\min }^{\frac{5}{2}}\left(\boldsymbol{A}_{\kappa}\right)}
$$

Remark 1 Considering Assumption 1 by definition, the mean input $\overline{\boldsymbol{u}}$ is a constant vector after a time period $T$. Therefore, the input variable $\overline{\boldsymbol{u}}$ converges to the mean vector $\overline{\boldsymbol{u}}^{*}$ and moreover, its derivative is equal to zero. Then, $\bar{\nu} \rightarrow 0$ and $\bar{\alpha} \rightarrow 0$. It implies that the radius of the convergence region $\bar{\epsilon}$ converges to zero after a period $T$, the consensus is achieved and all the agents estimate the mean vector $\overline{\boldsymbol{u}}^{*}$ which approximates the gradient direction at the center of the formation.

## B. Simulations

The simulations show the same circular formation of five agents from the previous simulations. In Figs. 4 and 5 the improved distributed algorithm (10) from Corollary 1 is implemented with $\kappa=1$ by a circular formation centered at $c=(2,2)^{T}$ and at source location, respectively. The measured signal is the same as in previous simulations. Due to the circular level sets of the signal propagation the gradient vector $\nabla \rho(c)$ provides the adequate direction to steer the formation to the source location. Both figures (a) show two snapshots, the initial conditions and the stable situation at $t=50 \mathrm{~s}$. Both figures (b) show the components of consensus variable $z_{k}$. This algorithm allows to remove the oscillations and the final vectors $z_{k}$ (red lines) are parallel to the gradient direction for all the agents (blue line). The problem of oscillations when the formation is centered at source location is also solved and the final directions $z_{k}$ are equal to zero, i.e., the formation decides to stay in the desired location. The estimated directions $z_{k}$ converge to the gradient direction approximated by the mean vector $\bar{u}^{*}$ for any initial conditions.

## V. Conclusions

This paper presents a cooperative multi-agent algorithm to estimate the gradient direction of a signal distribution. This distributed algorithm uses the concentration measurements


Fig. 4. Simulation of a circular formation of five agents centered at $c=$ $(2,2)^{T}$. The mean input consensus algorithm (10) is implemented.
of the signal obtained by a group of vehicles uniformly distributed in a fixed circular formation. Our approach takes into account the communication constraints of the network. To achieve this objective, a first distributed consensus algorithm based on instantaneous sensor measurements is presented. Then, we propose an improved algorithm based on the average inputs. We note that if the formation is fixed, this second algorithm reaches exact consensus and converge to the gradient direction at the formation center.

This analysis requires that formation is fixed. Our final objective is to use this estimated direction to locate the source. Then, our next research aim is to analyze and improve these algorithms when the formation moves along the estimated gradient direction towards the source location.
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