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Abstract— This paper proposes a new dynamic mode of
operation in an Atomic Force Microscope (AFM) where the
deflection signal is used for force regulation instead of its
derivatives such as the amplitude and phase. This mode is
especially useful in AFMs with high speed positioning systems
with bandwidths of the order of ≈ 1/10 times the natural fre-
quency of the scanning probe. We formulate this problem in an
optimal control setting and employ multiobjective optimization
techniques to design the regulating controller. Furthermore, we
present a method to estimate the tip-sample interaction force
and extract the sample topography information from this esti-
mate. The overall scheme facilitates high speed imaging that can
potentially exploit fast scanning devices without compromising
on the bandwidth and resolution. Simulation results show a
regulation bandwidth of 10−15% of the natural frequency of
the probe.

I. INTRODUCTION

The atomic force microscope is a powerful microcantilever

based device that achieves high resolution, nano-scale images

of samples and is able to manipulate sample properties at

atomic scale [1] (see Figure 1 (a) for the general operation

principle). The most common mode of scanning in atomic

force microscopy is the tapping mode, where the cantilever

is oscillated sinusoidally at or near its resonance frequency

(ωn) using a dither piezo. The amplitude (A) and phase (φ ) of

oscillation change owing to the interatomic forces between

the cantilever tip and the sample. In typical tapping mode,

the amplitude is regulated to a desired set-point by applying

feedback to the z piezo that moves the cantilever up or down

to compensate for the features on the sample. This feedback

signal forms the image of sample topography.

Amplitude regulation in current AFMs yields good results

since the lateral positioning bandwidths are about one percent

of resonant frequencies of the cantilevers (1 kHz vs 100

kHz); and therefore the cantilever typically oscillates over

many cycles before it experiences appreciable change in sam-

ple topography. Therefore, the amplitude, and equivalently

the amplitude-regulating control effort provides a reliable

measure of the sample topography. However, when the lateral

bandwidths are higher, there is appreciable change in the

topography even within one or few oscillation cycles. There-

fore tapping mode operation cannot harness the advantages

of recently emerging high-bandwidth positioning systems,
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which provide bandwidths in the order of 10%-20% of the

cantilever resonant frequencies [2]–[4].

These advances in positioning bandwidths necessitate

high-speed imaging methodologies. Improved bandwidths by

separating the goals of force regulation and sample profile

estimation, are reported in [5], [6]. In [7], [8] observer-

based techniques are applied to sample detection at high

speeds and in [9] similar techniques combined with active Q

control have been used to image samples with small features.

However, since the observer-based methods do not have force

regulation, these are unable to measure large changes in the

sample topography.
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Fig. 1. (a) In a typical AFM, the cantilever is the primary probing device
and is excited by the dither input (g). The deflection of the cantilever (p1)
is measured by a laser-mirror arrangement where the change in position of
the laser beam is measured by a photo diode sensor. In tapping mode, a
common scanning method, the cantilever is oscillated at or near its resonance
frequency (ωn) and the amplitude of oscillation is regulated to a set point
using the z-feedback control. (b) G is a model of the cantilever deflection
dynamics. It is in loop with the non-linear term F(p1−h−v) that represents
the interatomic forces between the tip and the sample surface. This forcing
term is commonly modeled using the DMT model [10], [11].

In this paper, a model based force regulation technique

is developed that uses the ‘fast’ cantilever deflection signal

instead of its derivatives such as the oscillation amplitude.

The methodology outlined in this paper meets high band-

width and resolution requirements. Moreover, it achieves

imaging speeds of 10 − 15% of the cantilever resonance

frequency as compared to current speeds of 0.5− 3%. The

paper is structured as follows: In Section II the primary

framework consisting of the original and mock cantilever

dynamics along with the error dynamics are presented in

state-space form. The objectives that we set out to achieve are

defined in terms of closed-loop transfer functions. Section III

explains the design of the controller K1 for regulation in an

optimal control setting, K2 for estimation of the interaction

force and the subsequent estimation of sample topography.

In Section IV the corresponding simulation results for an

example case are presented. Section V and Section VI

provide observations, analysis and conclusions based on the

results obtained.
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Fig. 2. In this block diagram G̃ represents the error dynamics between
the original AFM model (from the dither input to the cantilever output)
and the mock system. The controller K1 is designed to make the dither
signal u2 reject the disturbance d̃ due to the tip-sample interaction forces.

Furthermore, K2 is designed to get an estimate ˆ̃d of the disturbance d̃.

II. OUR FRAMEWORK

Figure 1(a) shows a typical AFM setup and the model

for cantilever dynamics is presented in Figure 1(b). For a

cantilever of mass m, damping coefficient ζ and resonance

frequency ωn, the deflection dynamics is modeled by,

d2 p̄

dt2
+2ζ ωn

d p̄

dt
+ω2

n p̄ = ud +
1

m
F(p̄− h̄− v̄)+η (1)

where p̄, h̄ and v̄ represent the instantaneous cantilever tip

position, sample profile and z-actuation signal. The external

forces due to dither, interatomic forces between the cantilever

tip and the sample, and thermal noise are denoted by ud ,

F and η respectively. The dither input ud is designed as

ω2
n b(cos(ωt)+ ū2(t)), where b is the amplitude, ω is the os-

cillation frequency chosen to be near the resonance frequency

ωn and u2 is the dither input that can be designed to achieve

specific objectives, similar to Q-control techniques [7]. The

equation is normalized by choosing a new time scale τ = ω̄t,

p = p̄
b

, h = h̄
b
, v = v̄

b
, Ωn = ωn

ω̄ and Ω = ω
ω̄ . The scaling

constant ω̄ is chosen to be equal or close to the natural

frequency of the cantilever. In the redefined co-ordinates,

the state-space representation of the AFM model in (1) is

written as

ṗ = Ap+BΩ
2
n cos(Ωτ)+Bu2 +B 1

mω̄2b
F(bp1 −bh−bv)

+Bη , p(0) = p0,
y = Cp+n

(2)

where A =

[
0 1

−Ω
2
n −2ζ Ωn

]

, B =

[
0

1

]

, C =
[

1 0
]
,

n represents the mechanical noise, and p is the state vector

containing the tip position or deflection (p1) and velocity

(p2). We consider a cantilever subsystem oscillating in air,

which we refer to as the mock system,

˙̂p = Ap̂+BΩ
2
n cos(Ωτ)+B 1

mω̄2b
F(bp̂1), p̂(0) = p̂0

ŷ = Cp̂.
(3)

The original cantilever subsystem in (2) can be viewed as this

mock system augmented with external forces from sample

interactions and the additional dither input u2. If we denote

p̃ = p− p̂ to describe the difference between the real and the

mock systems, then its dynamics are given by,

˙̃p = Ap̃+B(u2 + d̃), p̃(0) = p0 − p̂0

ỹ = Cp̃+n,
(4)

where the disturbance d̃ represents the tip sample interaction

forces, 1
mω̄2b

[F(bp1 −bh−bv)−F(bp̂1)]. The nonlinearities

in the p and p̂ dynamics that are induced by the interaction

force terms are embedded in the external disturbance d̃ in (4).

Therefore, the system setup in (4) is viewed as a linear

system with a disturbance.

In Figure 2, G̃ represents the error dynamics p̃. We first

pose a regulation problem where controller K1 is designed to

regulate the output ỹ = p1 − p̂1 to zero. The reference signal

r is set to zero. The relevant closed-loop signals required for

this design are,

ỹ = T (r−n)+ G̃Sd̃,
em = S(r−n)− G̃Sd̃,
u2 = K1S(r−n)−K1G̃Sd̃,

(5)

where em = r − ỹ − n, S = 1/(1 + G̃K1) and T = 1 − S =
G̃K1/(1 + G̃K1). The error em can be made small by de-

signing S such that S and consequently G̃S are small in

the frequency regions where r, n and d̃ are dominant. The

bandwidth ωBW of S characterizes the disturbance rejection

bandwidth of the closed-loop system. Designing T to have

small roll-off frequency and high roll-off rates ensures high

resolution. Robustness to external disturbances is measured

by the peak magnitude value of S. Making ||S||∞ to be

close to 1 improves robustness to modeling uncertainties and

disturbances.

III. CONTROLLER DESIGN

A. Disturbance Rejection

The desired objectives are formulated in an optimal control

setting based on H∞ stacked sensitivity framework [12] (see

Figure 2). The objectives of robust stability, disturbance

rejection and noise attenuation are realized by shaping the

closed-loop transfer functions S and T using weighting

functions Ws and Wt . The weighting function Wu imposes

boundedness of the control signal u2. The weighted error

in regulation z1 = Wsem, weighted output z2 = Wt ỹ and

weighted dither control signal z3 = Wuu2 are chosen to be

the regulated outputs. The closed-loop transfer function from

w =
[

d̃ r−n
]T

to z =
[

z1 z2 z3

]T
is given by,





z1

z2

z3



 =





−WsG̃S WsS

WtG̃S WtT

−WuT WuK1S





︸ ︷︷ ︸

Φ

[
d̃

r−n

]

. (6)

The open-loop system P with external inputs [w u2] and

output z is represented as a block diagram in Figure 3.

From (6) it is observed that there are a few constraints in the

minimization of the closed-loop transfer function (Φ) from

w to z. For instance, the fundamental limitation S + T =
I, conflicts with the simultaneous minimization of terms

WtG̃S and WtT . This limits the set of feasible controllers
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that guarantee small values of ||Φ||∞. However, the sought

objectives can be accomplished by selective minimization of

certain Φ terms.
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Fig. 3. The generalized framework with plant P and controller K (K1 in this
case). The plant P represents the transfer function from the exogenous inputs
w to the regulated variables z. Multiobjective scheme is then employed to
realize this alternate optimization problem that minimizes only the transfer
functions fromw1 to z1 and w2 to z.

We reduce the problem to the minimization of specific

transfer functions, WsG̃S, WsS, WtT and WuK1S by observing

that this minimization achieves closed-loop properties anal-

ogous to our desired objectives. Such selective minimization

is made possible by the multi-objective scheme proposed

in [13]. The term −WsG̃S is the transfer function from d̃ to z1

and
[

WsS WtT WuK1S
]T

is the transfer function from

r−n to
[

z1 z2 z3

]T
. These constitute the cost functions

to be minimized in the multiobjective optimization problem,

which is described as,

min
K1∈K

γ
∥
∥WsG̃S

∥
∥

∞
+

∥
∥
∥
∥
∥
∥

WsS

WtT

WuK1S

∥
∥
∥
∥
∥
∥

∞

(7)

where γ can be used to define relative importance be-

tween the two cost objectives. The set K comprises of all

the feasible stabilizing controllers K1. This multiobjective

optimization problem can be cast in terms of linear matrix

inequalities (LMIs) [13] (See appendix (a) for a detailed

proof). The corresponding LMI conditions for our multi-

objective problem can be stated as follows: A solution to

the multiobjective optimization problem in (7) exists if there

exists a solution (Â, B̂,Ĉ, D̂,R,S,α1,α2) to the optimization

problem,

min γα1 +α2

subject to

(i)







Q(AR+BĈ) (∗) (∗) (∗)
Â+(A+BD̂C)T Q(SA+ B̂C) (∗) (∗)
(U1 +BD̂H1)

T UT
1 S +HT

1 B̂T −α1I (∗)
V1R+E1Ĉ V1 +E1D̂C D1 −α1I







< 0

(ii)







Q(AR+BĈ) (∗) (∗) (∗)
Â+(A+BD̂C)T Q(SA+ B̂C) (∗) (∗)
(U2 +BD̂H2)

T UT
2 S +HT

2 B̂T −α2I (∗)
V2R+E2Ĉ V2 +E2D̂C D2 −α2I







< 0

(iii)

[
R (∗)
I S

]

> 0.

(8)

Here U j = B1R j, Vj = L jC1, D j = L jD11R j, E j = L jD12 and

H j = D21R j and the operation Q(L) = L + LT . The convex

optimization problem in (8) is solvable using standard tools

and from its solution, (Ak,Bk,Ck,Dk) can be retrieved since

N and M are invertible [14] (see Appendix (b)).

With appropriately designed shaping functions Ws, Wt and

Wu, the LMI solution [Ak,Bk,Ck,Dk] gives the most optimal

controller K1 in the feasible set. The shaping functions are

constructed carefully to achieve the performance objectives

of robust stability, disturbance rejection and noise attenua-

tion. For instance, need for high resolution requires the roll-

off frequency of T to be small which is accommodated in the

choice of Wt . Similarly, the high bandwidth and robustness

aspects require S to be small over a wide range of frequencies

and close to 1 values of ||S||∞. This is addressed by the choice

of Ws (see Section IV).

B. Disturbance Estimation

The next step is to design K2 (see Figure 2) such that,
ˆ̃d = K2em gives an estimate of the tip sample interaction

force differential d̃. In the AFM setup, the deflection p1

is measurable from sensors, and p̂1 is also known since

it is a state of the mock system. An estimate of d̃ can be

numerically obtained from ỹ since,

ỹ = p1 − p̂1 = G̃Sd̃. (9)

Therefore, S−1G̃−1ỹ is an estimate of d̃ when S is a min-

imum phase transfer function. However, when the transfer

function is non-minimum phase, the Nevanlinna-Pick method

can be adopted to design an appropriate inverse transfer

function through a minimization problem [15]. Furthermore,

we append a stable second-order low-pass filter Ψ, whose

cut-off frequency ωF is larger than the resonance frequency

and therefore larger than the highest frequency component of

h considered. This guarantees that the transfer function from

n to ˆ̃d rolls off at high frequencies. Therefore, the controller

K2 is designed as

K2 = −S−1G̃−1
Ψ. (10)

Accordingly ˆ̃d = K2em is used as an estimate of d̃.

As a next step, we present some relations that enable the

estimation of the sample topography from the estimate ˆ̃d.

The nonlinear force of the tip-sample interaction in terms of

the separation between the tip and the sample is piecewise

continuous and bounded for a practical range of separation

distances. On application of mean value theorem to F , the

interaction force (from (2) and (3)), results in the following

identity,

F(bp1 −bh−bv)−F(bp̂1) = Θ(τ)(bp̃1 −bh−bv), (11)

where Θ = ∂F
∂ z

with z lying between (bp1 − bh− bv) and

bp̂1. We can assume that the sample topography (h) is ap-

proximately a constant over a period of cantilever oscillation

and the integral of p̃1 is negligible owing to its small values.

With these assumptions and v = 0 we get,
∫ T

T− 2π
O

[F(bp1 −bh)−F(bp̂1)]dτ =
∫ T

T− 2π
O

Θ(τ)dτ(bh).

(12)

Therefore, integration of the estimate ˆ̃d over every period of

cantilever oscillation, facilitates the estimation of the height
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Fig. 4. Minimization problem results are shown using relevant closed-loop transfer functions plotted against the frequencies ω
ω̄ . (a), (b), (c) and (d) show

the transfer functions S, T , G̃S and WuK1S respectively. This optimization yields
∥
∥WsG̃S

∥
∥

∞
= 1.3745 and

∥
∥
∥[ WsS Wt T WuK1S ]

T
∥
∥
∥

∞

= 2.5898

signal h(τ). It may be noted that the z-piezo actuation signal

v can be designed to keep d̃ within the estimation bandwidth

of K2, but this is not analyzed in this paper.

IV. SIMULATION RESULTS

A. K1 using LMI approach

The control design formulation described in Section III is

applied to a cantilever subsystem with a natural frequency of

69.578kHz and damping ζ = 0.0033. The system equations

are normalized as described in Section II with ω̄ = ωn and

b = 2.9155nm. Please note that all the plots in this section are

made with the normalized parameters, therefore, the y-axis

is dimensionless unless specified.

For the design of the controller K1, the shaping functions,

Ws = 0.3(s+11.98)
s+0.03593

, Wt = 100(s+1.198)
s+359.3 and Wu = 0.1 are chosen

to capture the performance objectives of high bandwidth,

resolution and robustness to disturbances. As mentioned in

1400 1500 1600
−0.5

0

0.5

1

1/2π cycles

h
(τ

)

(a)

1450 1500 1550 1600
−2

0

2

4

1/2π cycles

 

 

ỹ

(b)

Fig. 5. (a) shows the normalized height profile with frequency
ωh
ω̄ = 0.1 and

amplitude
ah
b

= 0.4. (b) The regulating action of the controller K1 makes
p̃1 settle to zero within a cycle after every tip-sample interaction. These
interactions are in the form of impulses, causing instantaneous state jumps
of p1. It may be noted that in the redefined scales, typical amplitude of p1

is around 110.

Section II, S should be low for a large range of frequencies

where r, d̃ and n are dominant. This and the condition

||S||∞ < 2 is incorporated in Ws to realize the robustness

condition. However, it must be noted that S cannot be made

small in frequencies where T is small owing to the funda-

mental limitation S+T = I. The small roll-off frequency and

high roll-off rates of T are imposed by Wt . The choice of Wu

limits the set of feasible controllers to impose boundedness

on the resultant control signal. Employing these weighting

functions the generalized transfer function P is constructed.

The multiobjective minimization problem in (7) is solved

using standard convex optimization tools and the resulting

controller is given by K1 = −1191.2589(s−340.3)(s2+1.075s+0.9207)
(s+1227)(s+0.0356)(s2+19.45s+118.9)

.

The sensitivity function S has a bandwidth (≈ 15−20%) of

the natural frequency of the cantilever and ||S||∞ = 1.6361

providing high robustness to modeling uncertainties.
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Fig. 6. (a) The forcing from the tip sample interaction occurs as an
impulse resulting in instantaneous value change of p1 and hence p̃. When
the cantilever is within a small distance from the sample, the interaction
force impulses occur once every period of oscillation as shown in (b). Note
that the x-axis shows 1/2π cycles.

The simulations implementing K1 on the G̃ system

from (4) were done in Matlab Simulink, for the normal-

ized sinusoidal sample profile shown in Figure 5(a), whose

amplitude is ah/b and frequency is ωh/ω̄ . The DMT model

was chosen for the tip-sample interaction forcing which has

been widely corroborated in literature [10], [11]. The tip

sample interaction d occurs in the form of impulses, each

time the cantilever interacts with the sample, p1 assumes

a different value instantaneously when this happens (see

Figures 6(a), 6(b)). The regulating action brings p1 to p̂1

within a cycle as seen in Figure 5(b).

B. Estimation of d̃ with K2

The disturbance d̃ is estimated directly by passing the ỹ

signal in Figure 5(b) through the K2 controller given by,

K2 = S−1G̃−1
Ψ,

where the low pass filter Ψ is chosen to be 1
(0.01s+1)2 . The

magnitude of K2 obtained is plotted against the normalized

frequencies ( ω
ω̄ ) in Figure 7(a). The cut-off frequency of the

low pass filter Ψ is much higher than the frequency (
ωh
ω̄ =

0.1) of h, therefore, the estimate retains information about

the sample profile. Figures 7(b) and (c) shows d̃ against its

estimate ˆ̃d = K2ỹ.

The estimated force difference signal is used to obtain

an estimate of the height profile of the sample using the

integrator operation described in (12). The state of q̇ =
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ĥ
h

(a) (b) (c) (d)

Fig. 7. (a) K2 = S−1G̃−1
Ψ with Ψ = 1

(0.01s+1)2 is used to estimate d̃ from the output p̃1. (b) shows the performance of K2 as an estimator. (c) shows d̃

and its estimate within a single period of the cantilever oscillation. (d) The estimate ĥ is the sample topography estimate obtained by appropriately filtering

the integrated values of ˆ̃d (13). The estimate is of the same frequency as h, however the estimate does not capture the step function in h causing a phase
difference.

u(T )−u(T − 2π
O

) is equivalent to
∫ T

T− 2π
O

u(σ)dσ . Using this

relation, the integral
∫ T

T− 2π
O

ˆ̃d(σ)dσ is computed. From (12)

if ˆ̃d is a good enough estimate of d̃, then
∫ T

T− 2π
O

ˆ̃d(τ)dτ ≈ (
∫ T

T− 2π
O

Θ(τ)dτ)bh. (13)

Furthermore, the integrated value of Θ will be a constant

over each cycle for the speeds of scanning considered.

Consequently, the integrated values of ˆ̃d are passed through

a second order filter 1
(τqs+1)2 . The value of τq is chosen be

less than 1
ωh/ω̄

, therefore, the filter retains frequency content

of the sample topography, eliminating the high frequency

components from p1 and p̂1. The filtered signals have the

same frequency and proportional amplitude as h. The factor

of proportionality is determined by observing the filtered

signals over a few cycles and interpolating the value of the

integral of Θ over a cycle. This provides a estimate of the

sample topography h (see Figure 7 (d)).

V. ANALYSIS

In this paper, a method for sample topography estimation

is presented in Section IV as an example. Since we use a

filter of the form 1
(τqs+1)2 in the estimation, the step function

in the sample profile is not captured by the estimate ĥ and

results in a phase difference from the original (see Figure ??).

It must be noted that other, possibly more reliable methods,

to estimate the sample profile from the disturbance estimate
ˆ̃d are yet to be explored. For instance, the estimate ˆ̃d can be

fitted to a force curve model such as the DMT model [10]

to get estimates of h.

In this paper, we design the dither input u2 for force

regulation. However, we do not design of the z-actuation

signal v. With the knowledge of the estimates ˆ̃d and ĥ, v

design can improve the estimate of ˆ̃d further, by keeping d̃

within the estimation bandwidth of the controller.

It has been observed that the interaction force d̃ occurs

as impulses or spikes. This is because the cantilever spends

only a small fraction of each cycle in contact (i.e. within

atomic scale separation) with the sample surface. Therefore,

reducing the amplitude of oscillation of the cantilever will

increase the its time spent in contact with the sample thereby

making the impulse like forcing smoother. Application of low

amplitude will make our formulation better suited for sample

property characterization, again using specific models for the

interaction force.

In general, derivatives of the deflection signal are used for

regulation in the existing dynamic modes because of the low

sampling rates (order of 10-100 kHz) of the implementation

hardware. Our proposed framework is based on the fast

deflection signal with frequencies greater than 100 kHz,

demanding much faster sampling rates (> 3MHz). We intend

to implement our controller in the experimental AFM setup

with the aid of an FPGA based hardware that can satisfy

such high sampling rate requirements. Once we implement

the controller, we believe that a good characterization of the

noises that are present can be obtained. Owing to this we

currently omit noise in our simulation results.

VI. CONCLUSION

This paper proposed a method for high-speed imaging

in the dynamic mode of the AFM. The primary objective

was force regulation using ỹ = p̃1, which guarantees the

regulation of deflection output p1 to a sinusoidal signal p̂1.

The force regulation and disturbance estimation problems

were separated making the control design procedure two

fold. (i) Design of K1 for the regulation of the the deflection

p1 to a known reference p̂ was presented as an LMI

based minimization problem with multiple objectives. The

regulating controller K1 is shown to achieve high disturbance

rejection bandwidth and good resolution. Especially, since

our methodology uses the instantaneous tip position as the

sensed signal instead of the slow varying amplitude signal,

bandwidth restrictions imposed by demodulation stages are

overcome. (ii) The controller K2 was developed to compute

an estimate of the tip-sample interaction forces, which con-

stitute the disturbance in the regulation problem. Moreover,

a numerical way to estimate the sample topography from the

force estimate is also delineated.

APPENDIX

(a) The generalized plant matrix P (see Figure 3) takes

the form,






z1

z2

z3

em







=







−WsG̃ Ws −WsG̃

WtG̃ 0 WtG̃

0 0 Wu

−G̃ I −G̃







︸ ︷︷ ︸

P





d̃

r−n

u2



 . (14)
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The state-space realizations of P and K1 are written as,

ẋ = Ax+B1w+Bu2,

z = C1x+D11w+D12u2, (15)

em = Cx+D21w

ẋk = Akxk +Bkem,

u2 = Ckxk +Dkem, (16)

with x and xk being the state vectors of P and K1. The overall

closed-loop function Φ in terms of this state-space realization

can now be computed as,

Φ =





A+BDkC BCk B1 +BDkD21

BkC Ak BkD21

C1 +D12DkC D12Ck D11 +D12DkD21



 .

=:

[
Ā B̄

C̄ D̄

]

(17)

We seek an optimal controller of the form (16) that imposes

H∞ performance on the specific transfer functions Φ1 =

WsG̃S and Φ2 =
[

WsS WtT WuK1S
]T

, which allows us

to follow the LMI framework adopted in [13] and [14].

Therefore, we define the following L j and R j matrices for

j = 1, 2,

L1 =
[

1 0 0
]

R1 = [ 1 0 ]T ,

L2 =





1 0 0

0 1 0

0 0 1



 R2 = [ 0 1 ]T .
(18)

The choice of the L j and R j matrices in (18) are such that,

Φ1 = L1ΦR1 and Φ2 = L2ΦR2. Let U j = B1R j, Vj = L jC1,

D j = L jD11R j, E j = L jD12 and H j = D21R j. Also, let us

denote B̄R j, L jC̄ and L jD̄R j by B̄ j, C̄ j and D̄ j respectively.

Then each Φ j for j = 1, 2, is

Φ j =

[
Ā B̄ j

C̄ j D̄ j

]

. (19)

In order to impose the H∞ performance objective, we require

||Φ j||∞ < α j for α j > 0. This is equivalent to the existence

of Pj > 0 such that,




ĀT Pj +PjĀ (∗) (∗)
B̄T

j Pj −α jI (∗)

C̄ j D̄ j −α jI



 < 0, (20)

see [16]. However, this is not directly in the LMI form

since the terms in (20) are not linear in the variables to be

designed, (Ak,Bk,Ck,Dk). Therefore, we use the following

decomposition of the solution P, as shown in [14],

P =

[
S N

NT ?

]

, P−1 =

[
R MT

MT ?

]

(21)

where ?s denote insignificant terms. Further we define a

transformation in terms of the following matrices

Π1 =

[
R I

MT 0

]

, Π2 =

[
I S

0 NT

]

. (22)

The decomposition of P in (21) and the fact that PP−1 =
P−1P = I implies MNT = I −RS, PΠ1 = Π2. The redefined

variables,

Â = NAkMT +NBkCR+SBCkMT

+S(A+BDkC)R, (23)

B̂ = NBk +SBDk,

Ĉ = CkMT +DkCR, D̂ = Dk,

are used to formulate the optimization problem in terms of

LMIs.

(b) From the optimized variables (Â, B̂,Ĉ, D̂,R,S), the

matrices (Ak,Bk,Ck,Dk) are got as follows:

Ak = N−1(Â− (B̂−SBD̂)CR−SB(Ĉ− D̂CR)
−S(A+BD̂C)R)M−T

Bk = N−1(B̂−SBD̂)
Ck = (Ĉ− D̂CR)M−T

Dk = D̂

(24)
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