
State Estimators for a class of nonlinear Systems

Richard Stadlmayr, Andreas Siuka and Harald Daxberger

Abstract— This contribution is dedicated to the state observer
design for a certain class of nonlinear dynamic systems. More-
over this approach is intended as an extension to many known
controller design methods, where almost all state variables are
necessary for the evaluation of the control law, but only a part
of the state vector can be measured. The immeasurable parts
of state variables have to be estimated for the implementation.
In this paper we depart from a given control law, which leads
to a (uniformly) asymptotically stable closed loop system. A
dynamic extension of the controller by means of an observer
provides an estimation for the immeasurable states, but the
observer does not compromise the stability of the overall system
such that the combination of the nonlinear controller and
the state observer is also an asymptotically stable system.
During the observer design a linear inhomogeneous set of
partial differential equations (pde) have to be solved and we
state conditions for the solvability of the pde’s, which can
be checked in advance in order to get an information, if the
pde’s are solvable. The observer design procedure is presented
for the unstable mechanical benchmark example inertia wheel
pendulum and the permanent magnet synchronous drive.

I. INTRODUCTION

This contribution focuses on the state observer design

for a class of nonlinear control systems. In addition to

the stabilizing feedback control law the measurement of

the required states are important for the implementation.

Throughout this paper we assume that a static feedback

control law is known for the application and the closed loop

dynamics is uniformly asymptotically stable. Let us consider

a general nonlinear system of the form

ẋ = f (t,x,u) , y = h(t,x) , x(0) = x0 , (1)

where x ∈ R
n, n ∈ N

+ denotes the state of the dynamic

system, u∈R
m, m∈N

+ represents the external control inputs

and y ∈R
m is the considered output and the initial condition

x0. A state feedback controller u(t,x) is designed for (1) such

that the closed loop dynamics

ẋ = fcl (t,x) lim
t→∞

x(t) = 0 (2)

is uniformly asymptotically stable, see [1] or [2].
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If a measurement of the entire state is not possible for

the evaluation of the control law u(t,x), or the achievable

accuracy of the measured variables is not sufficient, then two

ways out are thinkable. On the one hand one can suppress

selected state variables during the controller design, see [3]

or one adds a state estimator. In the special case that (1) is a

linear control system the observer design problem is solved,

see [4]. In the general case different approaches are currently

under research [5]. One finds many systematical design meth-

ods based on special normal forms [6] or the internal model

approach [7]. Algebraic methods [8], flatness-based methods,

also in combination with automatic differentiation [9] can be

found in the literature. Furthermore observer design methods

based on a Lagrangian approach [10] and many more ideas

are already considered in the literature. In this paper we

consider the state estimator design as add-on extension for

the implementation of control laws. Since the controller

design and the stability have been studied in advance it is of

strong interest to combine the observer dynamics with the

asymptotically stable control system without compromising

the stability of the extended system. Roughly speaking some

kind of separation should be achieved for the nonlinear case.

The paper is organized as follows. After the introduction

we present the idea of the observer design for a certain class

of nonlinear systems and we highlight a way to achieve

some kind of separation for this problem. Section III deals

with the analysis of the arising pdes and the formulation of

some solvability conditions for the observer design based on

involutive vector fields. Section IV shows the calculations

of the state estimator design for two examples together with

some simulation results. Finally the paper ends with a short

conclusion.

II. STATE OBSERVER DESIGN

The control system (1) with the state vector xT =
[

ηT µT
]
∈R

n can be subdivided in the dynamics of the

measurable states µ ∈R
nµ and the states η ∈R

nη , which are

not accessible via measurement. Clearly the dimension of µ
and η coincide with the dimension of x such that nη +nµ = n

holds and we identify the full state vector x as the so called

sensor coordinates. In this contribution we study nonlinear

systems of the form
[

η̇
µ̇

]

=

[
A1 (t,µ)
A2 (t,µ)

]

η +

[
f1 (t,µ ,u)
f2 (t,µ ,u)

]

, (3)

where the matrices A1 : Rnη →R
nη and A2 : Rnη →R

nµ may

depend on the measurable states µ as well as the time t.

Roughly speaking the estimated variables η of the control

system (3) should appear only affine or in combination with
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the measurable states and the time, otherwise the approach

will not work this way. Several physical systems fit to the

representation of (3) as we will show in section IV. In general

any mechanical system with a constant inertia matrix can be

written in this form and the estimation of the generalized

velocities is possible under some additional properties. For

instance the nonlinear benchmark examples Ball on Wheel

or the Inertia Wheel Pendulum fit to (3). Moreover some

important applications like the hydraulic piston actuator with

uncertain velocity measurement and the permanent magnet

synchronous drive are included too.

According to the fundamental idea of the Luenberger

observer [4] the introduction of the estimator variables ξ =
η + KO(t,µ) and a possibly nonlinear and time variant

feedback KO of the measured output µ is available to solve

the problem. In order to get the dynamics of the observer

one has to calculate the total time derivative for ξ given by

ξ̇ = η̇ +
∂KO(t,µ)

∂ µ
µ̇ +

∂KO(t,µ)

∂ t
. (4)

For a compact notation we introduce the symbol ∂µ KO for

the Jacobian of the vector-valued function KO with respect

to the state variables µ and ∂tKO as the partial derivative

with respect to the time t. If one replaces the derivatives of

the states µ̇ and η̇ , then one ends up with

ξ̇ =
(
A1 (t,µ)+∂µ KO (t,µ)A2 (t,µ)

)
η + f1 (t,µ ,u)

∂µ KO (t,µ) f2 (t,µ ,u)+∂tKO (t,µ) .
(5)

In the sequel the dependencies A1 (t,µ) → A1 and so on

are suppressed, whenever no confusion is possible. If one

adds the vanishing term
(
A1 +∂µ KOA2

)
(KO −KO) = 0 and

modifies (5) in the way

ξ̇ =
(
A1 +∂µ KOA2

)
(η +KO)+ f1 +∂µ KO f2

+∂tKO −
(
A1 +∂µ KOA2

)
KO

(6)

then one gets the dynamic system for the state estimator

ξ̇ =
(
A1 (t,µ)+∂µ KO (t,µ)A2 (t,µ)

)
ξ + f1 (t,µ ,u)

−
(
A1 (t,µ)+∂µ KO (t,µ)A2 (t,µ)

)
KO (t,µ)

+∂µ KO (t,µ) f2 (t,µ ,u)+∂tKO (t,µ)

(7)

together with the output η̂ = ξ −KO(t,µ) for the estimated

state variables. It is easy to see that a measurement of the

partial state µ and the knowledge of the input u is sufficient.

The system states η → η̂ are replaced by the estimated

variables in the (static) control law u(t,µ , η̂) and the dy-

namic extension leads to the closed loop system





η̇

µ̇

ξ̇




=






A1 (t,µ)η + f1 (t,µ ,u(t,µ , η̂))

A2 (t,µ)η + f2 (t,µ ,u(t,µ , η̂))

fO (t,ξ ,µ ,u(t,µ , η̂))




 . (8)

The abbreviation fO is just a short form for the right hand

side of (7). The introduction of the new coordinates

µ̄ = µ η̄ = η eO = η −ξ +KO(t,µ)
︸ ︷︷ ︸

η−η̂

, (9)

- including the estimation error eO - allows an investiga-

tion of the convergence. It is worth mentioning that the

relation ∂µ KO (t,µ) = ∂µ̄ KO (t, µ̄) is met. The inverse of

the transformation (9) is given by µ = µ̄ , η = η̄ and

ξ = η̄ − eO +KO (t, µ̄) and one ends up with the extended

description for the transformed system





·
η̄
·
µ̄
ėO




=






A1 (t, µ̄) η̄ + f1 (t, µ̄,u(t, µ̄ , η̄ − eO))

A2 (t, µ̄) η̄ + f2 (t, µ̄,u(t,µ , η̄ − eO))
(
A1 (t, µ̄)+∂µ̄ KO (t, µ̄)A2 (t, µ̄)

)
eO




 .

(10)

In this contribution we are interested in a converging obser-

vation error eO , and therefore it is useful to look for functions

KO (t, µ̄) such that the solution of the pdes

A1 (t, µ̄)+
∂KO

∂ µ̄
(t, µ̄)A2 (t, µ̄) = AO (t) (11)

becomes independent of the system variables µ̄ . If such a

solution exists, then the time variant error system takes the

form ėO = AO (t)eO . From now on we call the linear first

order pdes (11) design pdes for the rest of the paper.

Lemma 1: According to [1] (and references therein) the

origin of the cascade system
[

ẋ1

ẋ2

]

=

[
f1 (t,x1,x2)
f2 (t,x2)

]

x1 ∈ Rn1 , x2 ∈ Rn2 (12)

is globally uniformly asymptotically stable, if f1 and f2 are

piecewise continuous in t, locally Lipschitz in x1,x2 and ẋ1 =
f1 (t,x1,x2) is input-to-state stable with x2 as input as well

as ẋ2 = f2 (t,x2) is globally uniformly asymptotically stable.

This result can be used for the stability analysis of the closed

loop system (10), where the identifications xT
1 =

[
ηT ,µT

]

with n1 = nη +nµ and x2 = eO with n2 = nη are met.

Remark 1: In the time invariant case the closed loop

system (10) takes the form
[

ẋ1

ẋ2

]

=

[
f1 (x1,x2)
f2 (x2)

]

x1 ∈ Rn1 , x2 ∈ Rn2 . (13)

The origin of the cascade system is locally asymptotically

stable if ẋ1 = f1 (x1,0) and ẋ2 = f2 (x2) are locally asymp-

totically stable and f1, f2 at least locally Lipschitz, see [11].

It is worth to mention that the examples presented in section

IV are in fact time invariant examples. Nevertheless our

approach can be applied to the more general time variant

case provided that the conditions of the Lemma 1 are met.

A. Structure of the Design PDEs

The observer design for nonlinear systems has to consider

two major points. On the one hand the pde’s must have

a solution for all the required feedback functions KO =
[
k1 (t, µ̄) , . . . ,knη (t, µ̄)

]T
and on the other hand the dynamic

matrix AO (t) should guarantee the convergence of the esti-

mation error. In many time invariant cases the direct choice

of a Hurwitz matrix like AO = diag{αi}, i = 1, . . . ,nη via its

negative eigenvalues αi < 0 is possible, but in special cases a
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slightly more sophisticated approach is necessary as we will

see later on.

If one takes a closer look the first order pdes (11) it

becomes clear that the Jacobian ∂µ̄ KO and the components

of A1, A2 are smooth scalar functions depending on the

measurable states µ and (in the general case) the time t.

For an efficient notation we introduce A
i, j
k as symbol for the

(i, j)-component of the matrix Ak (t, µ̄), k ∈ {1,2,O}.

Let us assume one has chosen a matrix AO , then the

expanded design pdes are given in the form







∂k1
∂ µ̄1

. . .
∂ k1

∂ µ̄nµ

...
. . .

...
∂knη

∂ µ̄1
. . .

∂knη

∂ µ̄nη














A
1,1
2 . . . A

1,nη

2
...

. . .
...

A
nµ ,1

2 . . . A
nµ ,nη

2






=







−A
1,1
1 +A

1,1
O

. . . −A
1,nµ

1 +A
1,nµ

O

...
. . .

...

−A
nη ,1

1 +A
nη ,1

O
. . . −A

nη ,nη

1 +A
nη ,nη

O






.

(14)

For the sake of a compact and clear form we introduce the

symbols A
i, j

1O
for the right hand side of (−A1 +AO). It can

be easily verified that (14) is equivalent to the set of pdes

nµ

∑
i=1

A
i,1
2 (t, µ̄)

∂k j

∂ µ̄i
= A

j,1
1O

(t, µ̄)

...
nµ

∑
i=1

A
nη ,i

2 (t, µ̄)
∂ k j

∂ µ̄i
= A

j,nη

1O
(t, µ̄)







for all k j(t, µ̄)
j = 1, . . . ,nη

(15)

for every feedback function k j (t, µ̄). The pdes for k1 to knη

are independent of each other and it is possible to solve the

set of pdes one after an other. It is also of interest to study

the question, if the nη -systems of pdes (15) are solvable.

This is the content of the next section.

III. SOLVABILITY OF FIRST ORDER PDES

Consider the set of nη linear inhomogeneous first order

pdes (15). Each set can be formally written in the form

A(t,x)(∂xV (t,x))T = b(t,x) . (16)

The objective of this section is to state formal conditions, if

a pde system of the form (16) is solvable. These conditions

can be checked in advance. The solvability analysis is mainly

based on the involutivity property of vector fields and we will

carry out the calculations for the commonly used variables

(x, t) of a control system and the unknown solution V (t,x).
An extension of the state vector xT

ext = [t,x] allows us to

treat x and t as independent variables, but the variable t has

to fulfill some special limitations. Obviously the autonomous

dynamics ṫ = 1 has to be considered for a physical control

system. Due to the extension of the state vector the result of

the time invariant version given in [12] needs to be extended

for the general time variant case (16).

During the analysis we treat the rows (with components

ai, j) of A(t,x) as vector fields of the extended system state

[t,x], where only the partial derivatives with respect to x

appear. According to the row dimension of A one finds r

vector fields and one has to analyze the system

nµ

∑
i=1

a1i

∂V

∂xi

= b1, . . . ,

nµ

∑
i=1

ari

∂V

∂xi

= br , (17)

where ai, j = ai, j(t,x) and bi = bi(t,x) have to be considered.

First we analyze the case where A(x, t) has locally full rank

and a multiplication with its inverse leads to the explicit form

(∂xV )T = (A(x, t))
−1

b(x, t) = b̃(x, t) . (18)

The pde (18) is solvable, if and only if the Jacobian ∂xb̃ of the

right hand side satisfies ∂xb̃ =
(
∂xb̃

)T
. Provided that the Ja-

cobian ∂xb̃ is symmetric, then b̃ corresponds to a differential

of a potential function and the use of the Poincaré-Lemma

guarantees the existence of a continuous function V , which

is a solution for (18). In the general case of a singular matrix

A(t,x) the analysis is a bit more sophisticated. Let us assume

that the annihilator N2 solves the equation N2A = 0 and the

multiplication with a full rank matrix NT = [N1,N2] leads to

the reduced pdes NA(∂xV )T = Nb which read as

[
N1A

0

]

(∂xV )T =

[
Ã

0

]

(∂xV )T =

[
N1

N2

]

b . (19)

Provided that span{N2} has its maximal dimension, then

(19) is only solvable, if span{NA} = span{Nb} holds and

we conclude that N2b = 0 must be fulfilled. Otherwise no

solution can be found. The reduced pdes

[
Ã

0

]

(∂xV )T =

[
N1b

0

]

= b̃ (20)

have the same structure as (16), but the rows of Ã are

linearly independent. Now, the solvability of (20) can be

checked in the following way. We consider a solution of

the form Ṽ (τ , t,x) = τ +V (t,x), where ∂xṼ = ∂xV and

∂τṼ = 1 is satisfied. If we deal with a compact vector field

notation vi (V ) = b̃i for (20) together with ∂τṼ = 1, then the

inhomogeneous pdes can be written in the form

[ (
vi − b̃i∂τ

)(
Ṽ
)

∂τṼ

]

=

[
0

1

]

i = 1, . . . , r̃ . (21)

We have introduced vi = ∑r̃
j=1 ai, j

∂
∂x j

, r̃ as the number of the

independent columns Ã of (20) and
(
∂τṼ

)
b̃= b̃. In the sequel

we use the abbreviation ai, j
∂

∂x j
= ∂ j and the involutivity

of the vector fields ṽi =
(
vi − b̃i∂τ

)
can be checked by

calculating the Lie brackets

[
vi − b̃i∂τ ,v j − b̃ j∂τ

]
= [vi,v j]−

[
vi, b̃ j∂τ

]
−
[
b̃i∂τ ,v j

]
, (22)

Obviously
[
b̃i∂τ , b̃ j∂τ

]
= 0 vanishes identically. According

to [14] the involutivity of the vector fields given by (21)

provides necessary and sufficient conditions for the existence

of a flat distribution ∆0. The involutivity of (22) guarantees

that one finds a transformation w̆i = ∑r̃
j=1 ăi, j (x, t)v j as well
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as a so-called flat distribution ∆0 = span{∂x̆1
, . . . ,∂x̆r} for the

brackets ∆ = [ṽi, ṽ j] such that (21) becomes






∂x̆1
V̆ (x̆1, . . . , x̆r̃, x̆r̃+1, . . . , x̆n, t̆,τ)

...

∂x̆rV̆ (x̆1, . . . , x̆r̃, x̆r̃+1, . . . , x̆n, t̆,τ)






[
∂τV̆ (x̆1, . . . , x̆r̃, x̆r̃+1, . . . , x̆n, t̆,τ)

]

=






0
...

0






[
1
]

. (23)

Please note that the constant right hand side of ∂τṼ = 1 of

(23) does not affect the bracket operation and the components

of ṽi do not depend on added variable τ . Consequently the

brackets [ṽi,∂τ ]≡ 0 vanish identically for any i= 1, . . . , r̃ and

the transformation w̆i does not affect the field in ∂τ -direction.

One can easily convince oneself that the transformed problem

(23) has a solution of the form

V̆ = τ + F̆ (x̆r̃+1, . . . , x̆n, t̆) , (24)

where F̆ is an arbitrary function which contains only the

variables x̆r̃+1, . . . , x̆n and t̆. It turns out that the added

condition ∂τṼ = 1 is also satisfied for the coordinates (x̆i, t̆).
In concluding it may be said that if the brackets

[
vi − b̃i∂τ ,v j − b̃ j∂τ

]
are involutive and the involutive closure

∆̃ has the dimension dim(∆̃) = n− r̃, then the set of pdes (21)

is solvable. Especially the existence of a flat distribution ∆0

follows from Frobenius’ theorem [14] and it is sufficient to

check the involutivity of the extended vector fields vi− b̃i∂τ .

Please note that the solvability analysis can be done by

computer algebra. One gets the information if the pdes have

a solution, but the analysis is not constructive to solve the

design pdes for concrete applications.

IV. OBSERVER DESIGN FOR SELECTED APPLICATIONS

This section is devoted to the observer design for two

nonlinear time invariant applications, namely a mechanical

example and an electric AC drive. In detail the calculations

are shown for the inertia wheel pendulum (IWP) and the

permanent magnet synchronous drive (PSM). We skip the

controller design and we assume that a control law u(x) is

given for each application such that the closed loop dynamics

ẋ =
[

η̇ µ̇
]T

= f (η ,µ ,u(µ ,η)) (25)

is (locally) asymptotically stable. Due to the technical restric-

tions the system variables η are not available as measurement

and one has to replace η by the estimated values η̂ in

the control law. Some simulation results are included for

an intensive study of the modified control law u(µ , η̂) and

estimation error e = η − η̂ . Here the models, the parameters

and the control laws are taken from the literature and we

focus only on the design procedure for the observer.

A. The Inertia Wheel Pendulum (IWP)

The inertia wheel pendulum, see Fig. 1 is also known

as reaction wheel pendulum [13]. It is a 2-dof mechanical

example, which has been investigated with many different

control design methods and the IWP has become a bench-

mark for the control of underactuated systems. The IWP is

ϕ2,ω2

I2,m2

τ

I1,m1

ϕ1,ω1

spg Md

Fig. 1. Inertia Wheel Pendulum (IWP)

just a version of the well-known inverted pendulum, which

uses a gyroscopic actuation.

We consider a mathematical model

Mq̈e +G(qe)+D(q̇e) = Me qT
e =

[
ϕ1 ϕ2

]
, (26)

with a constant inertia matrix M ∈ R
2×2, G(qe) resulting

from the gravity, D(q̇e) for the dissipative terms and the

actuator torque Me. In detail we consider

M =

[
m11 m12

m12 m22

]

GT (qe) =

[
−mr sin(ϕ1)

0

]

, (27)

together with D(q̇e) = diag{d1,d2}q̇e for the viscous dissi-

pation and the shortcut det(M) = m11m22 −m2
12. The second

order model of the IWP is rewritten as a system of first order

ode’s with the state vector xT =
[

ϕ1 ϕ2 ω1 ω2

]
and

the explicit form of (26)

[
ω̇1

ω̇2

]

=

[

− m22d1
det(M)

m12d2
det(M)

m12d1
det(M) − m11d2

det(M)

][
ω1

ω2

]

+

[
m22mr sin(ϕ1)−m12u

det(M)
−m12mr sin(ϕ1)+m11u

det(M)

]

[
ϕ̇1

ϕ̇2

]

=

[
1 0

0 1

][
ω1

ω2

]

+

[
0

0

]

(28)

fits to (3) with ηT =
[

ω1 ω2

]
and µT =

[
ϕ1 ϕ2

]
. The

angles ϕ1 and ϕ2 are the measured quantities for the IWP and

the angular velocities ω1 and ω2 have to be estimated for the

control law. For simplicity we choose a Hurwitz matrix AO =
diag{α1, α2} as the dynamic matrix of the observer with

α1,α2 ∈R
−. The estimator states are introduced as ξ1 =ω1−

k1 (ϕ1,ϕ2) respectively ξ2 = ω2 − k2 (ϕ1,ϕ2) and according

to (11) the design pdes

[
∂k1
∂ϕ1

∂k1
∂ϕ2

∂k2
∂ϕ1

∂k2
∂ϕ2

]

︸ ︷︷ ︸

(∂µ KO)A2

=

[
m22d1
det(M) +α1 − m12d2

det(M)

− m12d1
det(M)

m11d2
det(M) +α2

]

︸ ︷︷ ︸

AO−A1

(29)

have a constant right hand side. Due to A2 = A−1
2 = I and

the results of section III the Jacobian of the constant right

hand vector is always symmetric ∂µ b̃ =
(
∂µ b̃

)T
= 0 and the
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pdes (29) have a solution. The observer feedback functions

k1 (ϕ1,ϕ2) =
(

m22d1
det(M) +α1

)

ϕ1 −
m12d2
det(M)ϕ2

k2 (ϕ1,ϕ2) =− m12d1
det(M)ϕ1 +

(
m11d2
det(M) +α2

)

ϕ2

(30)

lead to a time invariant matrix AO and the error dynamics

becomes exponentially stable.

If one drops the dynamics for the angle of the spinning

disc ϕ̇2 = ω2, then the IWP model (28) can be reduced to a

3rd-order system, because the angle ϕ2 of the rotating disc

does not appear on the right hand side. Now the observer

design procedure is also studied with the single measurement

of the angle ϕ1. Due to the restricted measurement the

dynamics of the measurable quantities µ̇ = A2η + f2 is

reduced to ϕ̇1 = ω1 resp. A2 =
[

1 0
]

and f2 = [0].
Furthermore the feedback functions k1 and k2 can only

depend on ϕ1 and one ends up with the design pdes

[
∂ϕ1

k1 (ϕ1) 0

∂ϕ1
k2 (ϕ1) 0

]

=

[

A
1,1
O

+ m22d1
det(M) A

1,2
O

− m12d2
det(M)

A
2,1
O

− m12d1
det(M) A

2,2
O

+ m11d2
det(M)

]

.

(31)

Based on the results of section III a similar choice AO =
diag{α1, α2} leads to pdes, which have no solution. The

conflict is apparent for A
1,2
O

= 0, because no function k1 (ϕ1)

solves the equation 0 = −m12d2 det(M)−1
for positive real

parameters di, mi j > 0, i, j ∈ {1,2}. Despite these restrictions

it is possible to choose all the eigenvalues of AO arbitrary

as the following calculation shows. The selection A
1,2
O

=

m12d2 det(M)−1
and A

2,2
O

=−m11d2 det(M)−1
together with

two real constants C1 and C2

A
1,1
O

=C1 det(M)−1
A

2,1
O

=C2 det(M)−1
(32)

guarantee the solvability of (31). The output feedback

k1 (ϕ1) =
C1 +m22d1

det(M)
ϕ1 k2 (ϕ1) =

C2 −m12d1

det(M)
ϕ1 (33)

implies a time invariant system for the estimation error and

the calculation of the free constants Ci is strongly linked to

the characteristic polynomial p(AO) = det(λ I −AO) of AO .

According to the fundamental idea of the pole placement pro-

cedure the coefficients of desired characteristic polynomial

pdes(AO) = ∏i (λ −αi) have to solve the linear problem

(d2m11 −C1)

det(M)
= α1 +α2

−d2(m12C2 +C1m11)

det(M)
= α1α2

(34)

in order to get the desired eigenvalues {α1,α2}. Note that

the idea is equivalent for a pair of complex eigenvalues.

A simulation result for the controlled IWP and the be-

havior of the nonlinear observer are included here. Fig. 2

shows the regulated output ϕ1 of the stabilized IWP. One

can see that the initial error e1 is eliminated by the tracking

controller and an external disturbance Fd is included to study

the disturbance behavior too. The parameters of the IWP

are taken from a lab setup and we use a combination of

feedforward and feedback control as given in [3]. Fig. 3

shows the behavior of the observer for the special choice

of the eigenvalues αi ∈ {−3,−2.25}.
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Fig. 3. Estimated states ω̂1, ω̂2 and the estimation error e = η − η̂

Obviously the estimation errors ei = ωi − ω̂i, i = 1,2

decrease and the closed loop behavior including a stabilizing

controller and the estimator is (locally) asymptotically stable.

B. A permanent Magnet Synchronous Drive

A permanent magnetic synchronous motor, or PSM for

short, is a 3 phase AC drive with a permanent magnetic mate-

rial instead of an electrical field winding for the generation of

the excitation flux. Synchronous AC drives are widely used

in industrial applications especially for moderate power. The

mathematical model is more or less a benchmark example in

nonlinear MIMO control and numerous papers can be found

in the literature. By means of a the well established Park-

transformation the 3 phase system is transformed into an

orthogonal 2-axis system (d,q)





i̇d
i̇q
ω̇



=







− R
Ld

id +npω
Lqiq
Ld

+ 1
Ld

vd

− R
Lq

iq −npω
(

Ld id
Lq

+ Ψ0
Lq

)

+ 1
Lq

vq

3np

2Jm
τel −

dm
Jm

ω − 1
Jm

τl







(35)

with the nonlinear drive torque τel = (Ψ0 +(Ld −Lq) id) iq.

The third order model (35) has to 2 independent voltage

inputs uT
dq = [vd ,vq] and a unknown load τl . The constants

(R, Ld , Lq, np, dm, Jm ∈R
+) are positive real numbers and the
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parameters have a clear physical meaning. The transformed

currents id and iq are available as state measurements µT =
[

id iq
]
, whereas the angular velocity ω and the load

torque τl are not measured. For this contribution we assume

that the load τl is almost constant or changes only slowly,

which means that τ̇l ≈ 0 is approximately fulfilled. The

autonomous dynamics of τl is added to the PSM model (35)

and the estimated state becomes ηT = [ω,τl ].
According to section II the system can be written in the

favoured form of (3) with the matrices A1 and A2

A1 =

[
− dm

Jm
− 1

Jm

0 0

]

A2 =

[
npLqiq

Ld
0

−
np(Ld id+Ψ0)

Lq
0

]

. (36)

Obviously the matrices depend only on the measured states.

It is worth mentioning that the straight forward approach

AO = diag{α1,α2} leads to a pde system, which has no

solution. In detail one gets the pdes

np

Ld
Lqiq

∂k1(id ,iq)
∂id

−
np

Lq
(Ψ0 +Ld id)

∂k1(id ,iq)
∂iq

=
dm+A

1,1
O

Jm

np

Ld
Lqiq

∂k2(id ,iq)
∂id

−
np

Lq
(Ψ0 +Ld id)

∂k2(id ,iq)
∂iq

=
A

2,1
O

Jm

(37)

and the algebraic restrictions A
1,2
O

+J−1
m = A

2,2
O

= 0 due to the

zero column of A2 resulting from the autonomous dynamics

of the load τ̇l = 0. Apart from the special choice A
1,2
O

=−J−1
m

and A
2,2
O

= 0 one ends up with a contradiction. There are 2

free parameters left for the pole placement approach and

the selection A
1,1
O

= J−1
m C1 and A

2,1
O

= J−1
m C2 leads to the

characteristic polynomial p(AO)= λ 2−C1J−1
m λ +C2

(
J−1

m

)2
.

It is possible to solve the algebraic problem

p(AO) = det(λ I −AO) = ∏i
(λ −αi) i = 1,2 (38)

for two arbitrary negative eigenvalues αi ∈R< 0 respectively

a complex pair of eigenvalues −α ± iβ .

A short analysis of the solvability guarantees that the

pdes (37) can be solved, because a single vector field is

always involutive. A solution of (37) can be calculated with a

computer algebra package. The nonlinear feedback function

KT
O
=
[

k1 (id , iq) k2 (id , iq)
]

KO =






dm+C1
npJm

arctan
(

Ld id+Ψ0
Lqiq

)

+F (·)+C10

C2
npJm

arctan
(

Ld id+Ψ0
Lqiq

)

+F (·)+C20




 (39)

lead to a linear autonomous dynamics for the estimation

error. The arbitrary function F
(
L2

d i2d +2Ld idΨ0 +L2
qi2q

)
to-

gether with C10 = Ψ2
0 respectively C20 = C10 has a nice

physical interpretation. Obviously F (·) +C10 corresponds

to the square of the actual flux of the PSM

ΨT
dqΨdq = Ψ2

d +Ψ2
q =

(
L2

d i2d +Ψ0

)2
+(Lqiq)

2
, (40)

which represents a dynamic invariant of the observer system.

The dynamic extension for the estimation of the angular

rotor speed ω̂ and the load torque τ̂l provides some kind

of separation and one may interpret the dynamic controller

as sensor-less control concept for the speed control of a PSM.

The observer system for the angular speed and the load is

designed as add-on and one can replace ω → ω̂ and τl → τ̂l

without compromising the stability of the closed loop system.

The investigation for noisy current signals and measurements

from a real setup are actually in preparation.

V. CONCLUSION

The presented observer design approach is intended for

a certain class of nonlinear systems. Roughly speaking the

procedure is devoted to control systems, where the estimated

variables appear only affine or in combination with the

measurable variables. Based on these preliminaries one can

design a nonlinear observer with an autonomous, possibly

time variant error dynamics. The immeasurable states are

replaced by the estimated ones η → η̂ in the control law

without compromising the stability. In case of a (uniformly)

asymptotically stable closed loop system and a linear time

invariant error dynamics together with a couple of Lipschitz

conditions one gets some kind of separation principle known

from the linear case. Clearly the approach is dedicated to a

special class of systems, but one gets an answer in which case

this approach leads to the desired result. The arising pde for

the observer design can be analyzed in advance, before high

efforts are undertaken to solve the pdes. The check of the

involutivity of some vector fields is necessary and sufficient

and it can be done by computer algebra. Finally the observer

design has been shown for two benchmark examples together

with simulation results for the closed loop behavior.
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