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Abstract— This paper investigates the stabilization prob-
lem for interconnected linear time-invariant (LTI) time-delay
systems by means of linear time-invariant output feedback
decentralized controllers. The delays are assumed to be com-
mensurate and can appear in the states, inputs, and outputs of
the system. First, the canonical forms for this type of time-delay
systems are introduced and centralized fixed modes (CFM) for
this type of systems are defined. It is then shown that a time-
delay system which is both controllable and observable does
not have any CFMs. Furthermore, an efficient technique for
characterizing CFMs of any LTI time-delay system with com-
mensurate delays is obtained. Decentralized fixed modes (DFM)
are then defined accordingly, and a necessary and sufficient
condition for decentralized stabilizability of the interconnected
time-delay systems is proposed. Finally, a numerical example
is given to illustrate the importance of results.

I. INTRODUCTION

Design of a high-performance controller for intercon-
nected systems is an important challenge in control theory
[1]1, [2], [3]. Networked unmanned aerial vehicles (UAV),
automated highway systems and automated manufacturing
processes all involve multiple entities which are highly dy-
namic [4], [5]. These interacting subsystems are distributed
in space and need to be coordinated with each other using
sensing and communication networks. The representation of
an interconnected system often involves high-order dynamics
with several input and output channels. For such systems,
it is typically not feasible to carry out all the control
computations in one single point, and is desirable to have
a distributed control scheme. By means of a distributed
implementation, a more reliable control system is obtained
which is less sensitive to failures and has less computational
requirements [2]. In addition, distributed implementation of
a high-performance centralized controller requires a high
degree of connectivity among the subsystems. Therefore,
since it is not realistic to assume that all output measure-
ments can be transmitted to every local controller, there are
some constraints on information exchange between different
subsystems; i.e., full output observation is rarely possible.

A special case of a constrained control structure is the one
with diagonal (or block-diagonal) information flow matrix,
which is often referred to as a decentralized control structure.
Each control station in this type of structure has only access
to the measurements of its corresponding subsystem for
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generating the local control input [1]. All control stations
are involved, however, in the overall control operation.
An essential question in the study of decentralized control
systems is that under what conditions a set of local feedback
control laws exist to achieve stability and arbitrary pole-
placement. The notion of a decentralized fixed mode (DFM)
was introduced in [6] to address this question for finite-
dimensional linear time-invariant (LTI) systems.

On the other hand, actuators, sensors, and communication
networks in feedback control systems often introduce delays
in dynamics. There are numerous physical applications in
biology, chemistry, economics, high-speed communication
networks, and robotics where the effect of delay cannot
be neglected in control design and analysis [7], [8]. Time-
delay systems have been studied extensively in the past
few decades and several results have been reported in the
literature (for example, see [8]). The dynamics of this type of
systems are represented by a class of functional differential
equations (FDE) which are infinite dimensional, as opposed
to ordinary differential equations (ODE). Since neglecting
the effect of delay in the model of the system can result in
the degradation of the system performance, it is essential to
have a sufficiently accurate model for delay in control design.
For instance, the stability margin of the overall system can
be highly sensitive to delay and a small variation in delay
may lead to instability [9].

The stability analysis of time-delay systems has been
a topic of longstanding interest, and LTI systems with
commensurate delays, in particular, have been investigated
intensively [8]. To study the stability of this class of time-
delay systems, a two-variable criterion was introduced [10].
Further development of this technique led to a variety of
stability tests for systems with commensurate delays, such as
polynomial elimination and pseudo-delay methods [8]. Other
important methodologies to analyze the stability of systems
with commensurate delays include frequency sweeping tests
[8]. It is worth mentioning that most of the existing results
in this area have been developed for centralized control
structure. This motivates the investigation of decentralized
control systems with commensurate delays.

This paper deals with the problem of stabilizability of
interconnected time-delay systems via decentralized con-
trollers. A LTI interconnected system with commensurate
delays in states, inputs and outputs is considered. It is shown
that if all system delay operators are considered as elements
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of a properly defined ring of polynomials, the original
delay-differential system representation can be converted
into a ring model description. In addition, it is supposed
that each local controller is desired to have a LTI output
feedback form. Stabilizability conditions are obtained for the
underlying system. To this end, the concept of controllability
and observability are used to obtain a canonical state-space
representation (namely the Kalman canonical form) for this
class of time-delay systems. Next, the notion of centralized
fixed modes (CFM) is introduced for this class of time-
delay systems, and it is shown that a time-delay system
which is both controllable and observable does not have any
CFMs. This important result is then utilized to characterize
the CFMs for any arbitrary LTI time-delay system with
commensurate delays. Consequently, DFMs for this type of
systems are defined in a similar manner. This notion is used
to provide a necessary and sufficient condition for asymptotic
stabilizability of the system with respect to the decentralized
LTI controllers.

The remainder of the paper is organized as follows. In
Section II, a convenient notation is given and the problem
statement is introduced. The main results of the paper which
are the stabilizability conditions for decentralized LTI time-
delay systems are then presented in Section III. A numerical
examples is provided in Section IV to illustrate the impor-
tance of the results. Finally, some concluding remarks are
drawn in Section V.

II. PROBLEM FORMULATION
A. Notation

o The set of real and complex numbers are denoted by R
and C, respectively.

e h is the delay, and A is the delay operator; i.e. Af(t) =
f(t — h) for a function of time ¢.

o R[)] denotes the ring of polynomials in A with real
coefficients, where A is the delay operator.

o A(N) € R™*™[)\] denotes the set of m x n matrices
over R[\].

o For A(X\) € R™*"[\] with degree k in A, let A(X\)z(¢)
be defined as follows

k
ANz (t) =Y Ala(t — jh)
§=0
where A7 € R™ " is a constant matrix for any j €
{0,1,... k}.

B. Problem Statement

Consider the following interconnected LTI time-delay sys-
tem with v subsystems subject to commensurate delays [8]

ZAJ (t—jh) +2V:ZB1L1t—jh
=1 j=1

(D
yi(t)=>_ Cla(t—jh), i=12,...,v

where z(t) € R™ is the state, u;(t) € R™ and y,;(t) €
RPi are the input and output of the ith local subsystem,
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respectively. The matrices AV e RV, B! € R™™i and
C} € RPi*™ are assumed to be real and constant. It is to
be noted that in (1), commensurate delays can exist in input,
state and output.

Using the A-operator, the system (1) can be written as

i(t) = x(t) + Z; Bi(Nu;(t) -

yi(t) = Ci(N)x(t), i=1,2,...,v

where A(A) € R™*™[A], B;(A\) € R™*™i[A], and C;(\) €
RPi*™[\]. In the problem of decentralized control system
design, the primary goal is to find v local output controllers
to stabilize the system. In this work, it is desired to design
v local stabilizing controllers of the following form

zi(t) = Tizi(t) + Riyi(t)

ui(t) = Qizi(t) + Kiyi(t),
where z;(t) € R™ is the state of the ith local controller. T';,
R;, Q; and K, are the real constant matrices of appropriate
size. The objective is to find a necessary and sufficient

condition for the stabilizability of the interconnected system
(1) under the decentralized output feedback of the form (3).

3
i=1,2,...,v )

III. MAIN RESULTS
A. Preliminaries

Definition 1: Consider the LTI time-delay interconnected
system (1). Corresponding to A(\) € R™*"[\], A(e™*") is
defined as

Afe™") 1= AN |a=een @)
It is straightforward to verify that
L{ANz(t)} = A(e™™") X (s)
where L£{.} denotes the Laplace transform operator, and
X (s) is the Laplace transform of z(t).

Definition 2: Similar to A(e~*") and corresponding to the
system (1), matrices B;(e™*") and C;(e™*") can also be
defined, : = 1,2,...,v

Bi(e™*") := Bi(\)|xme-sn, Cile™*") := Ci(N)|rme—sn

Furthermore, let B(\) and C()) be constructed as follows

B\ = [ Bi(\) Ba()) B,(\) ] )
ctN=[ a7y e TN ] ©

and define
B(e™*") i= B(A)|aze-on,  Cle™*") i= C(N)[rze—or (1)

Remark 1: Tt is important to recognize that A(e™*"),

B(e=%") and C(e~*h) are matrix quasi-polynomials of s.
This property is very important in developing the main results
of the paper.

Definition 3: Consider v local controllers given in (3).
Define the following matrices

I := block diagonal [I';,Ty,...,T,]

[ ;
R := block diagonal [Ry, Ra, ... ,RV} ,
@ := block diagonal [Q1,Qa,...,Q.],
K := block diagonal [K1, Ko, ..., K,]
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K Q
e __
e[ ] 5
Lemma 1: The system (1) under the decentralized con-

troller with the local dynamic compensators of (3) is asymp-
totically stable if and only if all roots of the quasi-polynomial

det(sI — A%(e™*") — B¢(e *")K°C®(e~*M))

Define also

are located in the open left-half complex plane, where

As(eeiy = | A0
r —sh -

ey =| B 0 ©)
- _sh 2

C«e(efsh) — C(eo ) ?

and A(e™*"), B(e™*"), C(e=*") are all given in Defini-
tions 1 and 2.

Proof: Due to its similarity to [6], the proof is omitted
here. For detail, see [11]. |

B. Canonical Forms for LTI Time-Delay Systems with Com-
mensurate Delays

In this subsection, the following LTI time-delay system
with commensurate delays is considered

(t) = A(N)z(t) + B(A)u(t)
y(t) = C(A)=(t)
where z(t) € R”, u(t) € R™ and y(t) € RP. A(\), B()\)

and C()\) are matrices over R[)\] with appropriate size. The
transfer function for the system (10) is given by

(10)

G(s) = Cle*") (sT — A(e™*")) "' B(e™*")

where A(e™*"), B(e™*") and C(e~*") are given by (4)-(7).
Controllability and observability of the time-delay systems
will be defined next.

Definition 4: In this work, the system (10) is called con-
trollable if the matrix

[ BO) ANBWM)

is full-rank for all A € C [12].
Definition 5: In this work, the system (10) is called ob-
servable if the matrix

[CT()\) AT(NCTO) -

AMN)'BMN) ] an

(™))" eTm] a2

is full-rank for all A € C [12].

Definition 6: T(X) € R"*™(\) is defined to be unimod-
ular if (T'(\))”™" € R™"(\). For the sake of simplicity, the
inverse of T'(\) is denoted by T~1()) in the sequel.

Lemma 2: Suppose that the rank of the controllability
matrix (11) for the system (10) is nq, where n; < n. Also,
let ny :=n — ny. Then,

1) There exists a unimodular matrix 7'(A) such that the

triple (C'(X), A(X), B(X)) defined as

(CTO), TTHNANTN), T (NBX)
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has the following form
< Ar(N) AN = Bi(\)
= A A ] s = | PPV
CN)=[Ci(\) Ca(N) ] 13

where A;(\) € R™M*™M[)], Ay(\) € Rrexnz|)|,

Bi(\) € Rmxm[)], Ci(\) € RP*™[)], Ca(\) €

RP*m2[)], and the pair (A;(\), B1())) is controllable.
2) The transfer function matrix is given by

G(s) = C‘l(e—sh) (SI _A (e—sh))—l Bl(e_sh)

where C(e™*"), Aj(e™*"), and B;(e ") are ob-
tained from C7(\), A;()\), and B;()), respectively,
by a simple substitution similar to Definitions 1 and 2.
Proof: The first part of Lemma is proven in [12], and the
proof of the second part is straightforward [13]. ]
Remark 2: The triple (C1()), A1()\), B1()\)) can be
viewed as the controllable component of the system (10).
Lemma 3: Suppose that the rank of the observability
matrix (12) for the system (10) is nqi, where ny; < n. Also,
let ny :=n — ny. Then,
1) There exists a unimodular matrix 7(\) such that the
triple (C'(X), A(X), B(\)), defined as

(COTO), TTHNANTN), T (NBX)

has the following form

. ALY 0 _
A= 20 mw | Bw=|

cC =[G 0]

where A;(A\) € R™>m)], Ay(\) € Rrexnz[)],

Bi(A) € RMX™[)], Bo(\) € R™*™[)\], Ci(\) €

RPXm1[)], and the pair (C1(\), A1())) is observable.
2) The transfer function matrix is given by

G(s) = Ci(e™*") (sI - fll(e—sh))—l Bu(e=)

where Cy(e™*"), Aj(e™*"), and Bi(e™*") are ob-
tained from C(A), A1(A), and Bj()), respectively,
by a simple substitution similar to Definitions 1 and 2.

Proof: The first part of Lemma is proven in [12], and the

proof of second part is straightforward [13]. |

Theorem 1: Consider the system (10). Assume that

o The rank of the controllability matrix corresponding to
the pair (A(X), B())) is ny < n. Let ng :==n — ny.

o The rank of the observability matrix corresponding
to the pair (Ci(\), A1(N) is ni1 < ny, where
(C1(X), A1(X), B1()\)) is the controllable component
of the system (10). Also, let nis :=n1 — n11.

Then,

1) There exists a unimodular matrix T°(\) such that the

triple (C(A),A(A),B(/\)) defined as

(T, T NANTO), T (N BO) )
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has the following form

. [ A () 0 Asz(N)
A(/\) = 12121()\) A22(>\) 1‘:1230\)
L 0 0 Ass(N)
. [ Bi()\) i N i
B(A) = BQé)\) , C =[N 0 Ca(N) ]

(14)
where Aj1(\) € RM1Xmi[)], Ay (N) € Rmzxmz )],
Azz(N) € R™X™2[)], Bi(\) € R"*™[N], Ba(A) €
Rm2xmN] Cy(A) € RPX™M1[)], Ca(N) € RP*™2[)],
and the triple ((:H(A), Ay (N), Bl(/\)) is both control-
lable and observable.

2) The transfer function matrix is given by

G(S) = él(e_sh) (5[ — All(e_sh))71 BI(B_S}L)

where Cy(e™*"), Aii(e™*"), and By(e~*") are ob-
tained from C7(A), A11(A), and By(\), respectively,
by a simple substitution similar to Definitions 1 and 2.
Proof: Using Lemmas 2 and 3, the Theorem can be proven
similar to the non-delay case [13]. For detail, see [11]. W
Remark 3: The triple (C'()\), A(N), B(A)) will be re-
ferred to as the Kalman canonical equivalence of the original
system (C()A), A(A), B()\)) (analogously to the non-delay
case).

C. Centralized Fixed Modes for LTI Time-Delay Systems
with Commensurate Delays

Let K. denote the set of all m x p matrices with real en-
tries. The following definition is essential in the presentation
of the main results of the paper.

Definition 7: Consider the system (10), and let K €
R™*P be a constant matrix. For a constant p € R, the set
of p-centralized fixed modes of the system (10), denoted by
A, (C(X), A(X), B(M\), K.), is defined as follows

A (C(N), A(N), B(A),Ke) = {s|s € C,Re{s} > 4,
¢(s) =0, VK € K.}

where

¢(s) = det (sI — Ale=shy - B(e*Sh)KC’(e*Sh))
Lemma 4: Assume that the triple (C'(A\), A(A), B()A)) in
(10) is both controllable and observable. Then,

AM (C()‘)’ A(/\)’ B(\),Ke) =0

for any finite p € R.
Sketch of Proof: From Definition 7, it is implied that

where A, (A())) denotes the set of all s € C which are
the roots of det (sI — A(e™*")) = 0 and Re{s} > p. It is
well-known that A, (A(X)) is a finite set [14]; denote this
finite set with A, (A(N)) = {s1,52,...,5¢}-

Consider an arbitrary s; € A, (A(N)),i=1,2,...
define

pz<K) = det (Sll — A(e—sqzh) _ B(e—mh)KO(e_sih))

,q, and
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as a (m X p)-variable polynomial in entries of K. In the
sequel, it is shown that p;(K) cannot be identically zero.
Suppose that

pi(K) =0

Since A(e=*"), B(e %), C(e=%") can be treated as
constant matrices, it can be shown in a manner similar to the
techniques used in [15] that one of the following statements
must hold

sl — A(e™*")  B(e*") J <n

CT(e==") sl — AT(e™") | < n.

This means that the triple (C'()X), A(A\), B(\)) is either un-
controllable or unobservable [16], which contradicts the as-

sumption of the theorem. Therefore, there exists a (nonzero)
K? € R™*? for which p;(K}!) # 0. This means that

o rank
o rank

This completes the proof. ]
Theorem 2: Suppose that (C(\), A(\), B(\)) is the

corresponding Kalman canonical form for the triple
(C(N\), A(N), B(X)). Then,

A (C(N), A(N), B(A), Ke) = {s|s € C,Re{s} > p,
¢(s) =0, VK € K.}
where ,
o(s) = Hdet (sI - /L-Z-(e_Sh))
i=2

and Ago(e™5M), Asg(e™*") are obtained from Agy()),
Ass()), respectively, similar to Definitions 1 and 2.
Proof: Consider ¢(s) in Definition 7. It can be shown that

o(s) =det (51 — Ay (e~ — Bl(efsh)Kél(efsh)) x
=3
et (sI — A;i(e"
gd t( I — Ayl ))

From Theorem 1, it is known that (C’l()\), A1 (N), Bi(\)
is both controllable and observable. On the other hand,
according to Lemma 4, there is no finite s € C such that

det (sI — Ay (e=shy — Bl(e_Sh)Kél(e_Sh)) =0
for any K € K,.. This results that s belongs to
A, (C(A), A(X), B(M),K.) if and only if it is a root of
125 det (SI - flii(e_Sh)). [ ]
D. Decentralized Fixed Modes for LTI Time-Delay Systems
with Commensurate Delays

Definition 8: Consider the system (1) and let K; denote
the set of all block diagonal matrices given below

K, = {K|K = block diagonal [K1, K»,...,K,],
K; e R™7Pi i =12... v} (15)
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For a constant i € R, the set of y-decentralized fixed modes
of the system (1), denoted by A, (C(X), A(X), B(A),Kq), is
defined as follows

Ay (C(A), A(A), B(A),Ka) = {s]s € C,Re{s} = p,

¢(8) =0, VK € Kd}
where
¢(s) = det (sI — Ale™shy — B(e_Sh)KC’(e_Sh))

Lemma 5: Consider the system (1) and define

AN) 0 ey | B(A) 0

eryy - | €A 0
() = [ O 0 ]

Denote with K the set of all (m+p) x (m+p) real constant
matrices shown in (8). Then, for any given set of integers
n >0, ..., m, >0 and any finite 4 € R

A (C(N), A(A), B(A), Ka) € A, (C(N),

A°()) =

A°(N), BE(V), Kg)

(16)

Proof: The proof is carried out for the special case of

m =1land n; = 0,7 = 2,...,v; the general case can be

easily followed from induction. The matrix K has the same
form as the matrix given in (8), i.e.

K O Q1
K, 0
KS= :
O K, 0
1 0 R 0 71
In addition, let K be defined as
K = block diagonal [K7, Ko, ..., K]
It is easy to verify that for any K € Ky
A# (C()‘)a A()‘)a B()‘)v Kd) =
A (C(A), A(A) + B(A)KC(A), B(A), Ka)

Similar to non-delay case [6], it can be shown that
A (C(N), A(N) + B(A)KC(N),B(\),Kq) C
Ay (C1(A), A(A) + BN KC(A), Bi(A), Ke, )
where K., = R %P1, Thus, one can conclude that
A, (CL(N), AQN) + BOYKC(A), By
For an arbitrary K € K, consider the triple
(C1(A), A(A) + B(NKC(A), Bi(A))

Using Theorem 1, there exists a unimodular matrix 7'(\) €
R™ ™[] that transforms the state-space model to the Kalman
canonical form given below

(A),Ke,) (A7)

T7HN) (A(N) + BAOKC(N)T(N) =
14:111()\) 0 14:1130\)
A21(A)  A2a(N)  Azs(N)
0 0 Aszz(N)
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and _
Bi(X)
T NBM) = | Ba(N)
0
CTW =[ i) 0 Ca(N) ]

It results from Theorem 2 that

AH (Cl ()‘)7 A()‘) + B()‘)KC()‘>7 Bl()‘)7 Kc1) =
{s|s € C,Re{s} > u,é(s) =0, VK* € K., } (18)
where
¢(s) = det (sI — A(e™*" - B

i

efsh)Kc(efsh)

Il
w o~

—By(e™ MK Cy(e=*M)) = [ det (31 Aui(e *sh))

=2

On the other hand,

A (C(N), A°(A), BS(A),KG) = {s]s € C,Re{s} > p,
¥(s) =0, VK3 € K3} (19)
where
P(s) = det(s] — Ae(e_Sh) - Be(e_Sh)KgCe(e_Sh))

One can show that
Y(s) = [(S — 1) —r1Ci(e”*")x

(31 — A(emhy — B(e’Sh)KC(e’Sh)> _131(65’1)4 x

det (sl — Ale™sh) — B(e_Sh)KC(e_Sh))

Using Theorem 1, v)(s) can be rewritten as
w(s) :{(S - 71) x det (SI — Au(e_Sh)) _ T1C1(6_3h)
|:a,dJ (SI — All(eish)>:| Bl(efsh)ql}x

ﬁ det (s[ - Aii(e*Sh)>

Therefore, for any K € Ky, and for all ¢ € Rrmax1
ry € RY¥P1 ~4; € R, any root of ¢(s) will be a root of
1(s) as well. Thus, along with (17), (18), and (19), (16) is
obtained. ]

Theorem 3: A necessary condition for the existence of
an asymptotically stabilizing decentralized controller for the
system (1) with the local dynamic compensator given by (3)
is that

Ao (C()‘)’ A()‘)7 BO‘)> Kd) =0
Proof: Assume that

Then, there exists a so € C such that Re{sp} > 0 and

so € Ag (C()\), A()\), B()\), Kd)
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From Lemma 5, one can conclude that
s0. € Ay (C°(N), A°(N), B*(A),K5)
According to Definition 8, for any K] € K§
det(sol — A®(e™%") — B(e™ ") K5C*(e~*")) = 0

Using Lemma 1, one can infer that there is no asymptotically
stabilizing decentralized controller for the system (1) with
the local dynamic compensator given by (3). This completes
the proof. |

In the remainder of this section, it is shown that the
condition given by Theorem 3 is not only necessary but also
sufficient. To prove that, Lemmas 6, 7 and 8 will be needed.

Lemma 6: Given A(X\) € R™"*"[\] with degree k in ), let

¢(s) = det (sI — A(e™*"))

Furthermore, let s = a + ib be an arbitrary root of ¢(s),
where a and b are real numbers and iZ = —1. Then,
e a is not an arbitrarily large positive number (a # +00);
o if a is finite (i.e., if @ # —o0), then b is finite as well.
Proof: The characteristic equation ¢(s) has the following
form

ls
3(s) = Co(s) + > Gls)e "
=1

where I; := k™, (o(s) is a monotone polynomial of degree
n, and the functions (;(s), { = 1,2,...,1s, are polynomials
of degree at most n — 1 [8]. Since ¢(s) has a principal term,
a cannot be arbitrarily large positive number [8], and hence
a # +o00. On the other hand, if s in (20) is replaced by
a +1ib, two equations (in terms of a and b) will be obtained,
which correspond to the real and imaginary parts of (20).
Both of these equation can be expressed as a combination
of polynomials, exponentials, sinusoidals and their products.
More specifically, one of these two equations (depending on
whether n is even or odd), can be written as

Ly
Py(a,b) + > P!(a,b)e”""sin(lhb)+
=1

Ly
> PP(a,b)e " cos(lhb) =0 (20)
=1

where Py(a,b) is a polynomial of degree n with respect to
b, and the functions P!(a,b) and P?(a,b), | =1,2,...,1l;,
are polynomials of degree at most n — 1 with respect to b.
Now, let a be a fixed finite number and assume that b goes
to infinity. In this case, one can verify that the left side of
(20) will go to infinity as well. Therefore, a &+ ico cannot be
a root of ¢(s). This completes the proof. ]
Lemma 7: Let the arbitrary positive real scalar oy and
complex scalar sy be given. Define the disk D(sg, 00) as

D(s0,00) = {s|s € C,|s — so| < 00}
Consider the system (1) and the set K; of block diagonal
matrices defined in (15). For any K € K, define
¢(s, K) := det (sI — A(e™*") — Be*")KC(e™*"))
(21)
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Define also D(sg, o) as the boundary of the disk D(sg, o¢);
ie.

D(so,00) := {s|s € C,|s — so| =00}

If ¢(s,0) is nonzero on D(sp, dy), there exists a positive y
such that for all K € Ky with ||K|| < ~, the number of
roots of ¢(s, K) and ¢(s,0) inside D(sg,0¢) are the same,
where ||.|| denotes any induced norm.

Proof: Since ¢(s,0) is nonzero on D(sg, o), one can find
n > 0 such that |¢(s,0)| > n for all s € D(sg,00). On the
other hand, ¢(s, K) can be written in the following form

Ly

#(5,K) = &o(s, K) + Y &ls, K)e ™ (22)
1=1
where .
(s, K) = ZaT(K)sT
7=0 (23)

G(s,K) = b y(K)s™
7=0

In the above equations, a,(K) and b, ;(K), are polynomials
in k;i(a, 8); i.e., the (o, 3) element of the matrix K;, i =
1,2,...,v,a=1,2,...,m; and 8 = 1,2,...,p;. One can
conclude from (22) and (23) that

|¢(57K) - ¢(5,0)| < Z |a’T(K) - a7(0)||8|7+
7=0

Lf ™
Z ‘e—lh8| Z |b‘r,l(K) - bT,l(O)HS|T
=1 7=0

Furthermore, if |s —so| = 0y, then |s| < [so|+00. Therefore,
for s € D(sg,09),

n

|6(5, K) = 6(5,0)] < D lar(K) = ar (0)|(|so| + o0)"+

7=0
lf ny
> Mol N b (K) = b-u(0)] (0] + 00)7  (24)
=1 7=0

Since a,(K) and b, ;(K) are continuous functions of

ki(a, 3), thus there exists a v > 0 such that if | K| < 7,

then

n

ar (K

1) (o4 )0 + 10l + 00
ne—lh(lS()H—o'o)

(Iy + 1) (i + 1)([so] + 00)7

Consequently, from (24) and (25) it can be deduced that for
any K with |K|| <~

0(s, ) — &(s,0)| < < |o(s,0)],

The proof follows directly from Rouché Theorem [17]. W

Lemma 8: Consider the system (1) and the set K4 of block
diagonal matrices defined in (15), and the characteristics
equation ¢(s, K), K € Kg, defined in (21). Let s;, j € N,
denote roots of ¢(s,0), and assume that the set of closed

—a-(0)] <

(25)

|bT,l(K) - b‘r,l(o)| <

Vs € D(s0,00)
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right-half plane roots of ¢(s,0) (referred to as unstable roots,
hereafter) is represented by {sa,,Say;- - -5 Sas }- If

Ao (C(A), A(A), B(N), Ka) = O,

then

1) There exists a positive 7y such that for all K € K  with
|[K|| < ~, the number of unstable roots of ¢(s, K)
is not greater than the number of unstable roots of
9(5,0). A

2) For any £ > 0, there exists a K € K, with || K[| < &
such that ¢(s;, K) # 0 for all j € {ay,as,...,as}.

Proof: Given an arbitrary € > 0, define ©, as

O, = {s|s € C,Re{s} > —¢}

Since the roots of ¢(s,0) are separated in the right side
of any line parallel to imaginary axis [14], one can find
€* such that ©.~ does not include any stable poles of
¢(s,0). Furthermore, consider the disk D(p — €, p), which
is centered at p — €* in the complex plane and has radius p.
It is easy to show that the point —e* lies on the boundary of
D(p — €*, p). In addition,
Jim D(p—¢€",p) = Oc

From Lemma 6, it can be deduced that there exists a p*
such that for any p > p*, all the unstable roots of ¢(s,0)
are placed in D(p — €*, p). In this case, ¢(s,0) is nonzero
over the boundary of D(p—e*, p) for any p > p*. In addition,
according to Lemma 7, there exists a «y such that the number
of roots of ¢(s, K) in the disk D(p — €*, p), for all K € K,
with || K| < v, is equal to the number of roots of ¢(s,0) in
the same disk if p > p*. This implies the first statement of
the lemma.

In order to prove the second part, define the following set
for all j € {a1,a9,...,as}

II; .= {K|K € Kq and ¢(s;, K) = 0}

Since s;, j € {a1,@9,...,ag} is not a DFM, ¢(s;, K) is a
non-constant polynomial in K. Thus, 1I; is a hyper-surface
in the parameter space of K (for the definition of hyper-
surface, see [18]). Moreover, in any non-empty open set of
the parameter space of K, there exists a K such that K ¢
U ; II;. This completes the proof of the second part of the
lemma. |

Theorem 4: Consider the system (1) with its equivalent
model given by (2). Let K; be the set of block diagonal
matrices defined in (15). If

Ao (C(N),A(N),B(N\),Kq) = O,

then there exists a decentralized controller of the form (3) to
asymptotically stabilize the system.

Proof: Using Lemmas 4, 8, and the fact that a dynamic
output feedback to place an observable and controllable
mode in the left half-hand complex plane can always be
found for time-delay systems [19], the Theorem can be
proven similar to the non-delay case [6]. For detail, see
[11]. ]
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Remark 4: Although in the development of the main
results it is assumed that the delay of the system is known
and fixed, one can apply the results to nominal model of a
system with uncertain delay. If the corresponding model has
an unstable DFM for nominal model, one can conclude that
there is no robust decentralized LTI controller to stabilize the
system.

IV. AN ILLUSTRATIVE NUMERICAL EXAMPLE

Example: Consider an interconnected system S consisting
of two subsystems S7 and Ss. Let the respective state-space
representation of subsystems S; and Sy be given by

EREMIEANHET

[

4 { ‘ ]ul(t)Jr [ ] }ul(th)
Y1 (£) =821 (£) — 6aa () — 25 (¢ — h) + wn (8)

[20]=[6 S][E8 ][]0
+{g}x4(t—2h)

T { _01 }U2(t)+ [ _04 } us(t — 2h)

y2<t) = — 2$3(t) + $4(f) — 2$4(t — 2h) + ’wg(t)
where u;(t) € R and y;(¢) € R are the local input and output
corresponding to S;, for i = 1,2. In addition, [z 2117
and [z1 2T]7 are the state vectors of the subsystems S;
and S, respectively. The signals z;(t) and zo(t) are the

incoming interconnection signals of the subsystems &7 and
S, respectively, and are assumed to be as follows

1
Z1 (t) = 3564(15) — £Z?4(t — h)
Zg(t) = 741‘1(1&) + 3(172(t) + Iz(t — h)
The signals w (t) and w2 (t) represent the direct effect of the

state of one subsystem on the output of the other subsystem,
and are considered to be

wy (t) = z3(t) — e®x3(t — 2h)
IUQ(t) = fﬂz(t) — Gxg(t — h)

Using A-operator, the state space model for the intercon-
nected system S can be written as

—4-X2 74X 0 —1-3)
. -1-X2 5 0 —-1-3)\
W=y 3ya 1 o |0
0 0 0 —2-2x
6 0
1+A 0
+ 0 0 u(t)
0 —1-4x?
8 —6-2\ 1-€2A 0
vO=10o 1-ex 2 1-2p2 |0
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where
= @7 @7 xT xT )"
w=[ w? u? "
y=[wn? »T]"

One can easily verify that s = 1 is a mode of the system
S for all h > 0. Assume initially that A = 0 (finite-
dimensional case). In this case, denote the controllability and
observability matrices of the system S with M.y and M,
respectively. It is easy to show that
rank M.y = 4, rank M,o =4

Hence, for h = 0, the system S is both controllable and
observable, which implies that it does not have any CFM.
Furthermore, it can be verified that in this case the system
S does not have any DFM either [1]. Thus, the modes of
the system S, including s = 1, can be placed arbitrarily in
the complex plane using both centralized and decentralized
output feedback controllers.

Now, assume that h = 1. It can be verified in this case
that s = 1 is a controllable and observable mode using the
criteria provided by [14]. Therefore, according to Lemma 4
this mode of the system is not a u-centralized fixed mode, for
any finite 4 € R, and a static output feedback u(t) = Ky(t),
K € R?X2 can displace this mode of the system. Next, it
is aimed to investigate if there exists a decentralized LTI
finite-dimensional output feedback controller to stabilize the
system. Consider the following static decentralized output

feedback
EARKEAIES

In this case, the matrix sI — A(e™*) — B(e™*)KC(e™*) is

01105, K)  ¢1,2(s, K) 0 1+ 3e®
$2,1(5, K)  22(s, K) 0 1+ 3e®
4 —3—e° s—1 0
0 0 ¢a3(8,K)  Pau(s, K)
where
$11(5,K) =s5+2+e > — 48k,
d12(s5,K)=—T—€"° — 6k (—6 —2e%)
$2.1(5, K) =1+e 2 —8kje * — 8k,
po2(s,K)=s—5—(14+e *)ki1(—6 —2e77)
ba3(s, K) =2(1 — de™*)ky
Paa(s, K)=s+2—2e"°—(-1— 472 ko (1 — 2e72%)

It can be shown using Symbolic Math Toolbox that for s = 1,
det (sI — A(e™®) — B(e™*)KC(e™*) is zero for any 2 x 2
diagonal matrix K. Thus, it can be concluded that s = 1 is
an unstable DFM for the underlying system, and as a result
(from Theorem 3) there is no LTI finite-dimensional decen-
tralized output feedback controller to stabilize the system.
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V. CONCLUSIONS

The problem of stabilization of linear time-invariant (LTT)
time-delay interconnected systems using decentralized LTI
output feedback control is investigated in this work. It is
assumed that the system is subject to the input/output and
state commensurate delays. The notion of decentralized fixed
modes (DFM) introduced in [6] is extended to the underlying
class of time-delay systems with known fixed delays, and a
necessary and sufficient condition is obtained for the sta-
bilizability of this type of systems, under decentralized LTI
controllers. The existing results on decentralized stabilization
of LTI time-delay systems provide sufficient conditions only;
this substantiates the importance of the results presented in
this work. The numerical example elucidates significance of
the results.
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