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Abstract— The output tracking control problem via state
feedback is addressed for a class of single input-single output
nonlinear systems which are affected by extended matching
unstructured uncertainties. Under the assumption that the
output reference signal is sufficiently smooth and periodic with
known period, a robust adaptive learning control is designed,
which learns the unstructured unknown periodic disturbance
signals due to system uncertainties by identifying the Fourier
coefficients of any truncated approximation while guaranteeing
L2 and L∞ transient performances. For any initial condition
of the system in an arbitrary given compact set, by properly
setting the control parameters: i) the output tracking error
exponentially converges to a residual set which may be ar-
bitrarily reduced by increasing the number of terms in the
truncated Fourier series expansions; ii) when the unknown
periodic disturbances can be represented by finite Fourier series
expansions, the output tracking error exponentially converges
to zero.

I. INTRODUCTION

Output tracking control of nonlinear systems under var-

ious types of uncertainty has attracted the interest in the

control community in the last decade. If the uncertainties

satisfy structural conditions (such as matching, extended

matching or triangularity) and are linearly parameterized,

adaptive state feedback controls can be designed to achieve

asymptotic tracking of smooth bounded reference signals.

However, in the presence of unstructured uncertainties (no

parameterization available), asymptotic tracking may be still

guaranteed in the case of periodic output reference signal

(with known periodicity) by following the learning control

approach: a control input is generated to achieve output

tracking over a finite or infinite time interval for systems

performing repetitive tasks.

When iterative or repetitive (see [6]) learning controls are

designed ([3]-[4], [7], [9], [13], [17]-[21], [23]-[26]) on

the basis of either the contraction mapping approach or a

Lyapunov-like theory (to overcome limitations such as reset-

ting of initial conditions, derivative measurements or global

Lipschitz conditions), only asymptotic (and not exponential)

convergence may be in general proved. On the other hand,

even when the tracking problem with unstructured uncer-

tainties can be reduced (by using suitable approximation

methods) to a tracking problem with linearly parameterized

uncertainties and disturbances (see [27]-[28], [22], [8], [2],

[15]), satisfying persistency of excitation conditions in a

This research was supported by the Italian Ministry of University and
Research.

R. Marino, P. Tomei and C.M. Verrelli are with the Electronic Engineering
Department of ”Tor Vergata” University, Via del Politecnico 1, 00133 Rome,
Italy, (marino,tomei,verrelli)@ing.uniroma2.it

general feedback closed loop and achieving exponential

tracking (guaranteeing certain closed loop robustness proper-

ties) constitute rather difficult problems to be solved. Robust

adaptive controls are designed in [27] and [28] for nonlinear

systems with parametric uncertainties and uncertain non-

linearities: arbitrary output tracking transient performances

are guaranteed by adjusting the control parameters while

asymptotic output tracking is achieved in the presence of

parametric uncertainties only. A neural network control de-

sign approach (see also [22] for an adaptive neural control

of a nonlinear Brunovsky system) is proposed in [8] for

a class of nonlinear systems in semi-strict feedback form

with unknown nonlinearities: the output tracking error can

be made arbitrarily small by increasing the feedback gains

while asymptotic output tracking is guaranteed when the un-

known nonlinear functions are in the functional range of the

corresponding neural networks and the ideal network weights

lie within the chosen fictitious bounds. Robust controllers

are designed in [2] for a class of single input-single output

nonlinear systems in strict feedback form with structurally

unknown dynamics and uncertain virtual coefficients: under

the assumption that the parameters characterizing the neural

network approximator lie in known compact sets, arbitrarily

small output tracking error can be obtained by increasing the

control effort.

This paper deals with the design of a state feedback con-

trol achieving exponential output tracking of a sufficiently

smooth and periodic (with known period) reference signal for

a class of single input-single output nonlinear systems with

unstructured uncertainties. Systems in strict feedback form

with extended matching unstructured uncertainties satisfying

a certain growth condition are allowed. The unstructured

unknown periodic disturbances due to system uncertainties

are developed in Fourier series and the estimates of their co-

efficients are continuously adapted by using robust adaptive

techniques including parameter estimate projections. Persis-

tency of excitation conditions are guaranteed to hold. For any

initial condition of the system in an arbitrary given compact

set, by properly setting the control parameters, the guaranteed

output tracking error is reduced as the number of Fourier

coefficients is increased while exponential output tracking

is obtained when the unknown periodic disturbances are

represented by finite Fourier series expansions. L2 and L∞

transient performances are guaranteed during the learning

phase. While in [5] a local output tracking problem has been

solved in the case of unstructured matching uncertainties

and maximal relative degree, the class of nonlinear systems

condidered here is a wider class of systems, possibly includ-
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ing systems in strict feedback form with extended matching

unstructured uncertainties.

II. PROBLEM STATEMENT

Consider the class of single input-single output nonlinear

systems

ẋi = xi+1, 1 ≤ i ≤ n − 1 (for n ≥ 2)

θẋn = f(x) + u

u̇ = q(x, u) + v

y = h(x)

in which: x = [x1, . . . , xn]T ∈ R
n; u ∈ R; v ∈ R; y ∈ R;

h is a known smooth function; θ is an uncertain constant

parameter; f and q are uncertain smooth functions. Let ξ =
[xT , u]T so that we can use the more compact notation

ẋi = xi+1, 1 ≤ i ≤ n − 1 (for n ≥ 2)

θẋn = f(x) + u

u̇ = q(ξ) + v (1)

y = h(x).

Remark 1: Let Θ ∈ Ω ⊂ R
p be a vector of unknown

parameters belonging to the compact set Ω and let fz , qz , gz

be known smooth vector fields and hz(·) be a known smooth

function. The (n+1) dimensional single input-single output

nonlinear system of relative degree r∗ ≥ 2 [gz(·) 6= 0]

ż = fz(z) + qz(z,Θ) + gz(z)v

y = hz(z)

such that:

i) the nominal system (fz, gz) is globally feedback

linearizable;

ii) the extended matching condition

qz ∈ G1 = span{gz, adfz
gz}

is satisfied in R
n+1;

iii) the strict triangularity assumption

adqz
Gi ⊂ Gi, 0 ≤ i ≤ n − 1

is satisfied in R
n+1 in terms of Gi =

span{gz, adi
fz

gz},

is globally feedback equivalent to a nonlinear system belong-

ing to the class (1) with θ = 1 and f , q uncertain smooth

functions (see [12] and [14]). In this case, the variable u
constitutes the last component of the system state vector.

Remark 2: The variable u in (1) may be considered as

the control variable for the x-subsystem whose uncertain

dynamics (forced by the input v) can be taken into account:

systems with uncertain actuator dynamics comply with this

interpretation.

We address the problem of designing a state feedback

control [the state variable ξ is available from measurements]

in order: i) to track an output reference signal yr(t) (for the

output y) belonging to the following class [py is a positive

integer]:

Ay) yr(t) is periodic of known period Tr, of class

Cn+py , with bounded time derivatives up to order

n;

ii) to guarantee closed loop boundedness along with L2 and

L∞ output tracking transient performances.

Assume that:

A.1) θ is of known sign (positive without loss of

generality) and satisfies

θm ≤ θ ≤ θM

with θm, θM known positive reals;

A.2) there exist known positive reals γf , γq, pu and

known smooth functions αf , α0, α1 such that

a) |f(0)| ≤ γf

b) |f(x) − f(x∗)| ≤ αf (x, x∗)‖x − x∗‖
c) |q(0)| ≤ γq

d) |q(ξ) − q(ξ∗)| ≤
[

|u|puα0(x, ξ∗)

+α1(x, ξ∗)
]

‖ξ − ξ∗‖
.
= αq(ξ, ξ∗)‖ξ − ξ∗‖

for all x, x∗ ∈ R
n and for all ξ, ξ∗ ∈ R

n+1;

A.3) there exists a known periodic vector signal

x∗(t) = [x1∗(t), . . . , xn∗(t)] of period Tr satisfying

ẋi∗ = xi+1∗, 1 ≤ i ≤ n − 1 (for n ≥ 2)

yr = h(x∗)

with x1∗(·) of class Cn+py , with bounded time

derivatives satisfying

|x(i)
1∗ (t)| ≤ ̺ri, ∀t ∈ [0, Tr)

in terms of known positive reals ̺ri, 1 ≤ i ≤ n.

Remark 3: In [5], it has been studied the case in which:

i) no dynamics of u are considered and u constitutes the

control input to be designed; ii) h(x) = x1; iii) f is locally

bounded by a known positive real and locally Lipschitz with

known Lipschitz constant.

Remark 4: While in [5] a class of nonlinear systems

with maximal relative degree has been studied, in this paper

nonlinear systems which may not have a well-defined global

relative degree are allowed provided that assumption A.3)

holds.

III. NONLINEAR CONTROL DESIGN WITH STABILITY

ANALYSIS

Define as in [5]

ei = xi − x
(i−1)
1∗ − xr

i , 1 ≤ i ≤ n

xr
i+1 = −ei−1 − λei + ẋr

i , 2 ≤ i ≤ n − 1 (for n ≥ 3)

xr
1 = 0 (2)

xr
2 = −λe1
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where λ is a positive control parameter, so that we can write

[c(0) = c(1) = 0, c(s) = 1 for s ≥ 2]

ėi = −λei + ei+1 − c(i)ei−1, 1 ≤ i ≤ n − 1

(for n ≥ 2)

θėn = f(x) + u − θ(x
(n)
1∗ + ẋr

n). (3)

Let xr = [xr
1, . . . , x

r
n]T ∈ R

n and e = [e1, . . . , en]T ∈ R
n

so that we have [I is the identity matrix]

xr = Λ0(x − x∗)

e = (I − Λ0)(x − x∗)
.
= Λ(x − x∗)

ẋr
n = c(n)

[

an,1(x2 − x
(1)
1∗ ) + . . . + an,n−1(xn − x

(n−1)
1∗ )

]

.
= c(n)aT (x − x∗)

with

Λ0 =















0 0 . . . . . . 0
a2,1 0 . . . . . . 0
a3,1 a3,2 0 . . . 0

... . . . . . .
. . . 0

an,1 · · · · · · an,n−1 0















and the known coefficients aij , 2 ≤ i ≤ n, 1 ≤ j ≤ i − 1,

depending on λ. The tracking error dynamics (3) may be

rewritten as

ėi = −λei + ei+1 − c(i)ei−1, 1 ≤ i ≤ n − 1

(for n ≥ 2)

θėn = η0(x∗, x
(n)
1∗ ) + u + f(x) − f(x∗)

−c(n)θaT (x − x∗)
.
= η0(x∗, x

(n)
1∗ ) + u + σ(x, x∗) (4)

with η0(x∗, x
(n)
1∗ ) = f(x∗)−θx

(n)
1∗ and the uncertain function

σ(x, x∗) satisfying, according to assumptions A.1) and A.2),

the following inequality

|σ(x, x∗)| ≤ [αf (x, x∗) + c(n)θM‖a‖]‖x − x∗‖
≤ [αf (x, x∗) + c(n)θM‖a‖]‖Λ−1‖‖e‖.

Define ν0(t) = η0(x∗(t), x
(n)
1∗ (t)) which, by virtue of as-

sumption Ay), is a class Cpy periodic function of known

period Tr and can be approximated according to Fourier

approximation theory (see for instance [10]). Let ρ[N ] =
[ρ0, . . . , ρN−1]

T ∈ R
N be the vector of the first N Fourier

coefficients of function ν0(t): for any N > 1 (N is an odd

number) we can write

ν0(t) =
N−1
∑

l=0

ρlϕl(t) + ε(t), with |ε(t)| ≤ εN

where (l = 1, . . . , (N − 1)/2, 2 ≤ p ≤ py)

ϕ0(t) = 1

ϕ2l(t) =
√

2 cos
(

lt
2π

Tr

)

(5)

ϕ2l−1(t) =
√

2 sin
(

lt
2π

Tr

)

εN =
[(2π

Tr

)p

(N − 1)
p−1

2

]−1

2
p−1

2 Bνp (6)

with Bνp an upper bound on

∣

∣

∣

dpν0(t)
dtp

∣

∣

∣
. According to assump-

tions A.1) and A.2), a known bound for ν0(t) is given by

|ν0(t)| ≤ max
0≤τ≤Tr

{γf + αf (x∗(τ), 0)‖(x∗(τ))‖

+θM̺rn} .
= Bν (7)

so that, by virtue of Parseval identity, we obtain

N−1
∑

l=0

ρ2
l ≡ ‖ρ[N ]‖2 ≤ 1

Tr

∫ Tr

0

ν2
0(τ)dτ ≤ B2

ν .

Hence, for any choice of N , we have

‖ρ[N ]‖ ≤ Bν . (8)

We then define an estimate ν̂0[N ](t) of the Fourier ap-

proximation for ν0(t) as ν̂0[N ](t)=
∑N−1

l=0 ρ̂l(t)ϕl(t) ≡
ρ̂[N ](t)T ΦN (t) in which ΦN (t) =[ϕ0(t), . . . ,ϕN−1(t)]

T

and ρ̂[N ](t)= [ρ̂0(t),. . . , ρ̂N−1(t)]
T with ρ̂l(t) being the

estimate of the l-th Fourier coefficient ρl in ν0(t), 0 ≤ l ≤
N − 1. Define the tracking and the estimation errors

ũ = u − ur

ρ̃ = ρ[N ] − ρ̂[N ] (9)

where the reference signal ur for the variable u and the

adaptation law ˙̂ρ[N ](t) for the parameter estimate ρ̂[N ](t)
are given by [k, ν are positive control parameters with ν ≥ 1,

N > 1]

ur = −λen − c(n)en−1 − ρ̂[N ]T ΦN −
(k

4
+

1

2

+
sm(x, x∗)

2λ
‖Λ−1‖2

)

en

sm(x, x∗) = 2[α2
f (x, x∗) + c(n)θ2

M‖a‖2] (10)

˙̂ρ[N ] = Proj
[

µρΦNen, ρ̂[N ], d, Bν

]

‖ρ̂[N ](0)‖ ≤ Bν√
N

, µρ =
νk

2
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where the projection operator (see [16]) is the Lipschitz

continuous function Proj
[

χ, ρ̂[N ], ·, ·
]

given by

Proj
[

χ, ρ̂[N ], d, Bν

]

= Mχ

M =







I if C∗1
I if C∗2
I − s(ρ̂[N ])grad[s(ρ̂[N ])]grad[s(ρ̂[N ])]T

‖grad[s(ρ̂[N ])]‖2 if C∗3

s(ρ̂[N ]) =
‖ρ̂[N ]‖2 − B2

ν

d2 + 2dBν

C∗1 : s(ρ̂[N ]) ≤ 0

C∗2 : s(ρ̂[N ]) > 0 and 〈grad[s(ρ̂[N ])], χ〉 ≤ 0

C∗3 : s(ρ̂[N ]) > 0 and 〈grad[s(ρ̂[N ])], χ〉 > 0

in which d is an arbitrary positive real and Bν is the

radius of the closed ball B(0, Bν) in R
N (with center the

origin) in which ρ[N ] is constrained to be. If ρ̂[N ](0) ∈
B(0, Bν), then the following properties hold: 1) ‖ρ̂[N ](t)‖ ≤
Bν + d, ∀t ≥ 0; 2) ‖Proj[χ, ρ̂[N ], d, Bν ]‖ ≤ ‖χ‖; 3)

(ρ[N ] − ρ̂[N ])T Proj[χ, ρ̂[N ], d, Bν ] ≥ (ρ[N ] − ρ̂[N ])T χ.

Accordingly, the quadratic function

V =
1

2
c(n)

n−1
∑

i=1

e2
i +

1

2
θe2

n +
1

2µρ

ρ̃T ρ̃

admits time derivative along the trajectories of the closed

loop system satisfying the following inequalities

V̇ ≤ −λ

2
‖e‖2 +

ε2

k
+ ũen

V̇ ≤ −λ

2
‖e‖2 +

ε2

k
+

ũ2

2
.

Let us write

ẋ = ẋ∗ + Λ−1ė = ẋ∗ +
[

Λ−1
∗

∣

∣

∣
Γ2

]

ė = ẋ∗ + Γ1 + Γ2ėn

in which Γ1 is a known vector depending on e and Γ2 is

the n-th column vector of the square matrix Λ−1. By direct

computation we have

˙̃u = q(ξ) + v − φ0u − φ1u

[ ũ

θ
+

Kcen

θ
− c(n)en−1

θ

+
ΦT

N ρ̃

θ
+

σ(x, x∗)

θ
+

ε

θ

]

in which the known terms

φ0u = c(n)λen−1 − c(n)en + c(n − 1)en−2 − ˙̂ρ[N ]T ΦN

−ρ̂[N ]T Φ̇N − ∇xsm(x, x∗)

2λ
(ẋ∗ + Γ1)‖Λ−1‖2en

−∇x∗
sm(x, x∗)

2λ
ẋ∗‖Λ−1‖2en (11)

φ1u = Kc −
‖Λ−1‖2

2λ
en∇xsm(x, x∗)Γ2

Kc = −
[

λ +
k

4
+

1

2
+

sm(x, x∗)

2λ
‖Λ−1‖2

]

appear with the notation ∇ϑΨ(ϑ) = [∂Ψ(ϑ)
∂ϑ1

, . . . , ∂Ψ(ϑ)
∂ϑnϑ

].

Define the uncertain variable u∗ = −η0(x∗, x
(n)
1∗ ) such

that u∗(t), by virtue of assumption Ay), is a class Cpy

periodic function of known period Tr with |u∗(t)| ≤ Bν .

Let ξ∗ = [xT
∗ , u∗]

T and define µ0(t) = q(ξ∗(t)) which is

a class Cpy periodic function of known period Tr and can

be approximated according to Fourier approximation theory.

Let δ[M ] = [δ0, . . . , δM−1]
T ∈ R

M be the vector of the first

M Fourier coefficients of function µ0(t): for any M > 1
(M is an odd number) we can write

µ0(t) =
M−1
∑

l=0

δlϕl(t) + ε̄(t), with |ε̄(t)| ≤ ε̄M

where (2 ≤ p ≤ py)

ε̄M =
[(2π

Tr

)p

(M − 1)
p−1

2

]−1

2
p−1

2 Bµp (12)

with Bµp an upper bound on

∣

∣

∣

dpµ0(t)
dtp

∣

∣

∣
. According to assump-

tion A.2), a known bound for µ0(t) is given by

|µ0(t)| ≤ max
0≤τ≤Tr

|u∗|≤Bν

{γq + αq([x∗(τ)T , u∗]
T , 0)‖[x∗(τ)T , u∗]

T ‖}

.
= Bµ

so that, by virtue of Parseval identity, we obtain

M−1
∑

l=0

δ2
l ≡ ‖δ[M ]‖2 ≤ 1

Tr

∫ Tr

0

µ2
0(τ)dτ ≤ B2

µ.

Hence, for any choice of M , we have

‖δ[M ]‖ ≤ Bµ. (13)

We then define an estimate µ̂0[M ](t) of the Fourier ap-

proximation for µ0(t) as µ̂0[M ](t)=
∑M−1

l=0 δ̂l(t)ϕl(t) ≡
δ̂T [M ](t)ΦM (t) in which ΦM (t) =[ϕ0(t), . . . ,ϕM−1(t)]

T

and δ̂[M ](t)= [δ̂0(t),. . . , δ̂M−1(t)]
T with δ̂l(t) being the

estimate of the l-th Fourier coefficient δl in µ0(t), 0 ≤ l ≤
M − 1. Let

eu = u − û (14)

δ̃ = δ[M ] − δ̂[M ].

We design the control input and the adaptive observer [µδ, d
∗

are positive control parameters]

v = φ0u − en − δ̂[M ]T ΦM −Kuũ
˙̂u = δ̂[M ]T ΦM + v + Keeu, û(0) = û0

˙̂
δ[M ] = Proj

[

µδΦMeu, δ̂[M ], d∗, Bµ

]

, ‖δ̂[M ](0)‖ ≤ Bµ

with the non-negative feedback terms Ku,Ke yet to be

chosen, so that the time derivative of the quadratic function

V = V +
1

2
(ũ2 + e2

u)

is forced to satisfy along the trajectories of the closed loop

system

V̇ ≤ −λ

2
‖e‖2 − [Ku − m2(αq)]ũ

2 −Kee
2
u +

ε2

k
+‖δ̃‖‖ΦM‖|ũ| + |ε̄||ũ| + ‖δ̃‖‖ΦM‖|eu| + |ε̄||eu|
+m0(αq)|ε||ũ| + m1(αq)‖e‖|ũ| + m3(αq)‖ρ̃‖|ũ|
+m4(αq)‖e‖|eu| + m5(αq)|ũ||eu|
+m6(αq)|ε||eu| + m7(αq)‖ρ̃‖|eu|
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in terms of the functions

m0(αq) = m2(αq) =
|φ1u|
θm

+ αq(ξ, ξ∗)

m1(αq) = αq(ξ, ξ∗)[‖Λ−1‖ + 1 + |Kc|] +
|φ1u||Kc|

θm

+
c(n)|φ1u|

θm

+
|φ1u|
θm

[αf (x, x∗)

+c(n)θM‖a‖]‖Λ−1‖

m2(αq) = αq(ξ, ξ∗) +
|φ1u|
θm

m3(αq) = αq(ξ, ξ∗)‖ΦN‖ +
|φ1u|‖ΦN‖

θm

(15)

m4(αq) = αq(ξ, ξ∗)[‖Λ−1‖ + 1 + |Kc|]
m5(αq) = m6(αq) = αq(ξ, ξ∗)

m7(αq) = αq(ξ, ξ∗)‖ΦN‖.

According to assumption A.2) and Lemma 2.1 in [11], the

known continuous real-valued function αq(ξ, ξ∗) satisfies

αq(ξ, ξ∗) ≤ |u|pu(ηx(x, x∗) + ηu(u∗))

+(η̃x(x, x∗) + η̃u(u∗))

≤ |u|puηx(x, x∗) + η̃x(x, x∗)

+|u|pu max
|u∗|≤Bν

{ηu(u∗)} + max
|u∗|≤Bν

{η̃u(u∗)}
.
= α̃q(ξ, x∗)

in terms of the (known) smooth non-negative functions ηx,

ηu, η̃x, η̃u, so that we can write [1 ≤ i ≤ 7]

m2
i (αq) ≤ m2

i (α̃q)
.
= m̃i(ξ, x∗)

with m̃i known continuous non-negative real-valued func-

tions. Let us choose the yet undefined feedback terms Ku

and Ke as (ku and ke are positive control parameters)

Ku = ku +
1

2
+

k

4

(

1 + ‖ΦM‖2
)

+
k

4
m̃0(ξ, x∗)

+
4

λ
m̃1(ξ, x∗) +

m̃2(ξ, x∗)

2
+

k

4
m̃3(ξ, x∗)

+
m̃5(ξ, x∗)

2
(16)

Ke = ke +
1

2
+

k

4

(

1 + ‖ΦM‖2
)

+
4

λ
m̃4(ξ, x∗)

+
k

4
m̃6(ξ, x∗) +

k

4
m̃7(ξ, x∗)

so that

V̇ ≤ −3λ

8
‖e‖2 − kuũ2 − kee

2
u + 3

ε2

k
+ 2

ε̄2

k

+2
‖ρ̃‖2

k
+ 2

‖δ̃‖2

k

and therefore the following L∞ and L2 inequalities [εN ,

ε̄M are the approximation bounds (6) and (12) while c∗ =

min{ 3λ
4 , 3λ

4θM
, 2ku, 2ke, 1}]

‖ζ(t)‖2 ≤ max{1, θM}
min{1, θm} ‖ζ(0)‖2e−c∗t

+
6

kc∗ min{1, θm}
(

ε2
N + ε̄2

M

)

+
4 max{1, 3c−1

∗ }
k min{1, θm} max

0≤τ≤t
{‖ρ̃(τ)‖2

+‖δ̃(τ)‖2}
∫ t

0

‖ζ(τ)‖2dτ ≤ max{1, θM}
c∗ min{1, θm}‖ζ(0)‖2

+
2

kc∗ min{1, θm}‖ρ̃(0)‖2

+
6

kc∗ min{1, θm}

∫ t

0

(

ε2
N + ε̄2

M

+‖ρ̃(τ)‖2 + ‖δ̃(τ)‖2
)

dτ (17)

are satisfied for any t > 0 in terms of ζ = [eT , ũ, eu]T ,

where, according to (8), (13) and property (1) of the projec-

tion algorithm, for all t ≥ 0

‖ρ̃(t)‖ ≤
√

2B2
ν + 2(Bν + d)2 (18)

‖δ̃(t)‖ ≤
√

2B2
µ + 2(Bµ + d∗)2.

By virtue of the quadratic function [ap, s∗, a∗p are suffi-

ciently small positive reals]

W = V +
1

2
ap‖Q(t)ρ̃ − Ω(t)e‖2 +

1

2
ũ2

+
s∗
2

(

e2
u +

‖δ̃‖2

µδ

+ a∗p‖Q∗(t)δ̃ − ΦM (t)eu‖2

)

in which

ΩT =











0 . . . . . . 0
0 . . . . . . 0
...

...
...

...
ϕ0

θ
. . . . . . ϕN−1

θ











and Q(t), Q∗(t) are generated by the filters

Q̇(t) = −Q(t) + Ω(t)ΩT (t), Q(0) =
Tr

θ2
M

I

Q̇∗(t) = −Q∗(t) + ΦM (t)ΦT
M (t), Q∗(0) = TrI

and by using arguments similar to those used in the proof of

Lemma 3.2 in [5] we can establish that, for any positive

integer q∗ and for any initial condition [x(0)T , u(0)]T in

the closed ball B(0;mA) ⊂ R
n+1 with center the origin

and arbitrary radius mA > 0, there exist a positive integer

py∗(q∗, pu) and a positive real k∗
u(N,M,mA) such that for

any py > py∗(q∗, pu) and for any control parameter ku >
k∗

u(N,M,mA), ζm = [ζT , ρ̃T , δ̃T ]T satisfies the following

properties: P1) ζm(t) is exponentially attracted, as t → +∞,

into a closed ball of radius r(N,M), with r(N,M) =
O
(

min{N,M}−q∗
)

for N,M → +∞; P2) if there exist

odd integers N∗,M∗ such that ν0(t) =
∑N∗−1

l=0 ρlϕl(t) and

µ0(t) =
∑M∗−1

l=0 δlϕl(t), then the control algorithm with
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N ≥ N∗ and M ≥ M∗ guarantees exponential convergence

of ‖ζm(t)‖ to zero. Since, according to Hadamard’s Lemma

(see [1]) and (17), there exists a positive constant cy (not

increasing when N and M increase) such that

|ỹ| .
= |y − yr| ≤ cy‖x − x∗‖ ≤ cy‖Λ−1‖‖ζm‖

we have proved the following:

Theorem 1: Consider system (1) under assumptions A1)-

A3) and let the output reference signal yr(t) satisfy as-

sumption Ay). Let ỹ = y − yr be the output tracking

error, N,M be arbitrary odd integers (N,M > 1), ku

be a positive control parameter and pu, py be the posi-

tive scalars in assumptions A.2) and Ay), respectively. A

dynamic state feedback control v(ku) exists such that: i)

closed loop boundedness along with L∞ and L2 output

tracking transient performances are guaranteed for any initial

condition [x(0)T , u(0)]T ; ii) for any positive integer q∗ and

for any initial condition [x(0)T , u(0)]T in the closed ball

B(0;mA) ⊂ R
n+1 with center the origin and arbitrary radius

mA > 0, there exist a positive integer py∗(q∗, pu) and a pos-

itive real k∗
u(N,M,mA) such that, for any py > py∗(q∗, pu)

and for any control parameter ku > k∗
u(N,M,mA): Q1) ỹ(t)

is exponentially attracted, as t → +∞, into a closed ball of

radius r(N,M), with r(N,M) = O
(

min{N,M}−q∗
)

for

N,M → +∞; Q2) if there exist odd integers N∗,M∗ such

that ν0(t) =
∑N∗−1

l=0 ρlϕl(t) and µ0(t) =
∑M∗−1

l=0 δlϕl(t),
then the control algorithm with N ≥ N∗ and M ≥ M∗

guarantees exponential convergence of |ỹ(t)| to zero.

IV. CONCLUSIONS

Under the assumption that the output reference signal is

sufficiently smooth and periodic with known period, a state

feedback output tracking control has been designed for a

class of single input-single output nonlinear systems (1)

which are affected by unstructured uncertainties satisfying

assumptions A.1)-A.2). L2 and L∞ transient performances

are guaranteed in the learning phase, while for any initial

condition in an arbitrary given compact set, by properly set-

ting the control parameters, the following properties hold: i)

the guaranteed output tracking error is reduced by increasing

the numbers N,M of the truncated series expansions; ii)

when the uncertain functions ν0(t) and µ0(t) are represented

by finite Fourier series expansions, they are exponentially

reconstructed while the output tracking error exponentially

converges to zero.
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