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Abstract— We consider the synchronization prob-
lem of an arbitrary number of coupled nonlinear
oscillators with delays in the interconnections. The
emphasis is on coupled Lorenz systems. The network
topology is described by a directed graph. Unlike the
conventional approach of deriving directly sufficient
synchronization conditions, our approach starts from
a linearized stability analysis in a (gain, delay)
parameter space of a synchronized equilibrium and
extracts insights from an analysis of its bifurcations
and from the corresponding emerging behavior. In-
strumental to this analysis a factorization of the
characteristic equation is employed that not only
facilitates the analysis and reduces computational
cost, but also allows to determine the precise role of
the individual agents and the topology of the network
in the (in)stability mechanisms. The study reveals
fundamental limitations to synchronization and it
explains under which conditions on the topology
of the network and on the characteristics of the
coupling, the systems are expected to synchronize.
Furthermore, the main result shows that for suffi-
ciently large coupling gains, coupled Lorenz systems
exhibit a generic behavior that does not depend
on the number of systems and the topology of the
network, as long as some basic assumptions are
satisfied, including the strong connectivity of the
graph. The results are illustrated with networks of
Lorenz systems with several topologies.

I. INTRODUCTION

We consider p identical nonlinear oscillators

described by

ẋi(t) = f(xi) + Bui(t),
yi(t) = CT xi(t), i = 1, . . . p,

(1)

where xi ∈ R
n, i = 1, . . . , p, B, C ∈ R

n×1 and

f : R
n 7→ R

n is twice continuously differentiable.

We further assume that for ui = 0 the system

(1) has at least one unstable equilibrium of focus

type, which we denote by x∗ in what follows. In

several parts of the paper the nonlinear oscillators

are specified as Lorenz systems,






ẋi,1(t) = σ(xi,2(t) − xi,1(t)) + ui(t)
ẋi,2(t) = rxi,1(t) − xi,2(t) − xi,1(t)xi,3(t)
ẋi,3(t) = −bxi,3(t) + xi,1(t)xi,2(t),

yi(t) = xi,1(t), i = 1, . . . p,
(2)
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with the parameter values given by

σ = 10, r = 28, b = 8/3. (3)

Note that for ui = 0 each Lorenz system has three

equilibria given by

(0, 0, 0),
(

±
√

b(r − 1),±
√

b(r − 1), r − 1
)

,

(4)

the latter two corresponding to unstable foci. Fur-

thermore, with the parameter values (3) it exhibits

a chaotic attractor [9].

In order to describe the coupling between the

oscillators we define a directed graph

G(V, E , G), (5)

characterized by the node set V = {1, . . . , p}, a set
of edges E where (i, l) ∈ E if and only if αi,l 6=
0, and a weighted adjacency matrix G with zero
diagonal entries and non-diagonal entries equal to
αi,l ≥ 0. Next, we couple the systems (1) by means
of the ’control’ law

ui(t) = k
(

∑

(i,l)∈E
αi,l (yl(t − τ) − yi(t))

)

,

i = 1, . . . , p,
(6)

where k > 0 represents the ’controller’ gain and

τ the transmission delay. It is important to point

out that we do not assume that G is symmetric.

The aim of the paper is to study the effect

of the coupling (6) with k and τ as parameters

on the synchronization of the systems (1), and to

reveal synchronization mechanisms and conditions.

Instrumental to this study a complete characteriza-

tion of the local stability / instability regions of the

synchronized equilibrium (x∗, . . . , x∗) of (1) and

(6) in the (k, τ) parameter space is made. Note that

achieving stability can be seen as an extension of

the use of Pyragas type feedback [8] to stabilize

an unstable equilibrium as in [4]. It can also be

interpreted as a situation where so-called oscillator

death is achieved [1]. Beyond the stability analysis

of (synchronized) equilibria, our goal is to gain in-

sights in and reveal explanations for the occurrence

of more complex synchronized behavior, by inves-

tigating properties of the solutions on the onset of

instability and by investigating the generality of the

obtained results w.r.t. the network topology and the

number of coupled systems.

A motivation and overview of synchronization

problems and results can be found in [10], [11].
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In [5], [12] and the references therein construc-

tive conditions for the synchronization of systems

with delays in the coupling are presented using

Lyapunov type arguments. In [12] a symmetric

network of four systems is considered. Synchro-

nization in general networks is addressed in [2] and

the references therein, without taking into account

delay effects. The latter effects are however crucial

in this paper.

Throughout the paper we make the following

assumptions:

Assumption 1.1: The graph G is strongly con-

nected.

Assumption 1.2: The adjacency matrix G satis-

fies
p

∑

l=1

αi,l = 1, i = 1, . . . , p.

The following results are direct corollaries.

Corollary 1.3: G has a simple eigenvalue equal

to one, with corresponding eigenvector [1 · · · 1]T .

Corollary 1.4: All eigenvalues of G have mod-

ulus smaller or equal than one.

In what follow we denote the eigenvalues of G as

λi(G), 1 ≤ i ≤ p, where we take the convention

λ1(G) = 1.

We use the notation σ(·) for the spectrum and

denote with ℜ(λ) and ℑ(λ) the real and imaginary

part of a complex number λ.

II. A COORDINATE TRANSFORMATION

We discuss a coordinate transformation, which

isolates the dynamics on the synchronization man-

ifold. The remaining ”error” dynamics then deter-

mines whether synchronized behavior is stable.

Define the matrix G̃ ∈ R
(p−1)×(p−1):

G̃ =











0 α2,3 α2,4 · · · α2,p

α3,2 0 α3,4 α3,p

. . .

αp,2 αp,3 · · · αp,p−1 0











−











1
1
...

1











[

α1,2 α1,3 · · · α1,p

]

.

(7)

It satisfies:

Property 2.1: σ(G̃) = σ(G) \ {1}
By means of the new variables







e2(t) = x2(t) − x1(t)
...

ep(t) = xp(t) − x1(t)

,

and using (7) we can bring (1)-(6) in the form (8),

shown at the top the next page. From this equation

it can be seen that a synchronized solution, char-

acterized by e2 ≡ 0, . . . , ep ≡ 0, can only exist in

three cases:

1) the delay is equal to zero;

2) the overall motion is τ -periodic;

3)
∑p

l=1 αi,l =
∑p

l=1 αk,l, ∀i, k ∈ {1, . . . , p}.

Since G can always be scaled (and the factor

absorbed in the gain k) this corresponds to

Assumption 1.2.

Because we are primarily interested in explaining
synchronized chaotic behavior in the presence of
delays in the coupling, we can take Assumption 1.2
without loosing generality and the equations (8)
simplify to:

ẋ1 = f(x1(t)) + kBC
T ·

(x1(t − τ) − x1(t)) + kBC
T

p
∑

l=1

α1,l el(t − τ), (9)







ė2

...
ėp






=







f(x1 + e2) − f(x1) − kBCT e2

...

f(x1 + ep) − f(x1) − kBCT ep







k + G̃ ⊗ BC
T







e2(t − τ)
...

ep(t − τ)






. (10)

The solutions on the synchronization manifold are

characterized by

ẋ1(t) = f(x1(t)) + kBCT (x1(t − τ) − x1(t)).
(11)

If all the solutions of (9) and (10) converge to a

bounded forward invariant set, then the synchro-

nization between the agents is achieved locally if

the linearization of (10),







ė2(t)
...

ėp(t)






=











(

∂f
∂x

(x1(t)) − kBCT
)

e2(t)

...
(

∂f
∂x

(xt(t)) − kBCT
)

ep(t)











+k G̃ ⊗ BCT







e2(t − τ)
...

ep(t − τ)






,

(12)

is uniformly asymptotically stable. In order to

simplify the analysis, we let R and I be defined as

R = {i ∈ {2, . . . , p} : ℑ(λi(G)) = 0},
I = {i ∈ {2, . . . , p} : ℑ(λi(G)) > 0}

and we let Tr be a matrix satisfying

T−1
r G̃Tr = D,

where D is a block triangular matrix whose diag-

onal blocks are given by

{λi(G) : i ∈ R}∪
{[

ℜ(λi(G)) ℑ(λi(G))
−ℑ(λi(G) ℜ(λi(G)))

]

: i ∈ I

}

,
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

















































ẋ1(t) = f(x1(t)) + kBCT
(
∑

l
α1,l

)

(x1(t − τ) − x1(t)) + kBCT
∑

l
α1,l el(t − τ),







ė2(t)
...

ėp(t)






=







f(x1 + e2) − f(x1)
...

f(x1 + ep) − f(x1)






− k













∑

l
α2,l

. . .
∑

l
αp,l






⊗ BCT













e2(t)
...

ep(t)







+k G̃ ⊗ BCT







e2(t − τ)
...

ep(t − τ)






+









k









∑

l
α1,l −

∑

l
α2,l

∑

l
α1,l −

∑

l
α3,l

...
∑

l
α1,l −

∑

l
αp,l









⊗ BCT









(x1(t) − x1(t − τ))

(8)

The matrices Tr and D alway exist by the idendity

σ(D) = σ(G̃) and Property 2.1. Note that this

transfomation corresponds to a full triangulariza-

tion if all eigenvalues of G are real. If G has

nonreal eigenvalues then a full triangularization is

not performed because it would result in a non-real

matrix.

If we apply the state transformation induced by

the matrix (Tr ⊗ I) to (12), then it follows that its

zero solution is uniformly asymptotically stable if

the following systems are uniformly asymptotically

stable:

ξ̇i =
(

∂f
∂x

(x1(t)) − kBCT
)

ξi(t)+

kλi(G)BCT ξi(t − τ),
(13)

for all i ∈ I and

[

ξ̇i

η̇i

]

= I ⊗

(

∂f

∂x
(x1(t)) − kBC

T

) [

ξi

ηi

]

+ k

[

ℜ(λi(G)) ℑ(λi(G))
−ℑ(λi(G)) ℜ(λiG))

]

⊗BC
T

[

ξi(t − τ)
ηi(t − τ)

]

,

(14)

for all i ∈ J .

Remark 2.2: The analysis of networks using the

master stability function [7], [3] is based on a

similar decomposition of the error dynamics. For

τ = 0, this function maps z ∈ C, ℜ(z) ≤ 0 to the

largest Lyapunov exponent of

ξ̇i =
∂f

∂x
(x1(t))ξi(t) + zBCT ξi(t).

An important difference w.r.t. the undelayed case

considered in the literature is that the solutions on

the synchronization manifold, governed by (11),

depend on k and τ .

III. STABILITY OF SYNCHRONIZED EQUILIBRIA

When we linearize the system (1)-(6) around the

synchronized equilibrium1 (x∗, · · · x∗), we obtain






ν̇1(t)
...

ν̇p(t)






= I ⊗ (A − kBCT )







ν1(t)
...

νp(t)






+

kG ⊗ BCT







ν1(t − τ)
...

νp(t − τ)






,

(15)

where A = ∂f
∂x

(x∗).

A. The characteristic equation

a) Factorization : The characteristic function

of (15) is given by

f(λ; k, τ) := det F (λ; k, τ),

where the characteristic matrix F is defined as

F (λ; k, τ) = I⊗(λI−A+kBCT )−G⊗kBCT e−λτ .
(16)

If we factorize G = TΛT−1
c , where Λ ∈ C

p×p

is triangular and Tc ∈ C
p×p, the characteristic

function becomes

f(λ; k, τ)
=

∣

∣I ⊗ (λI − A + kBCT
c ) − TcΛT−1

c ⊗ kBCT
c e−λτ

∣

∣

=
∣

∣T−1
c ⊗ I

∣

∣

∣

∣I ⊗ (λI − A + kBCT )
−TcΛT−1

c ⊗ kBCT e−λτ
∣

∣ |Tc ⊗ I)|
=

∣

∣I ⊗
(

λI − A + kBCT − kBCT λi(G)e−λτ
)∣

∣

= Πp
i=1fi(λ; k, τ),

(17)

where

fi(λ; k, τ) := det Fi(λ; kτ),
Fi(λ; k, τ) := λI − A + kBCT − kBCT λi(G)e−λτ ,

for i = 1, . . . , p.

Remark 3.1: This factorization of the charac-

teristic function can also be obtained from the

factorization of (9) and (10) into (9) and (13)-

(14) in Section II if one takes into account that

x1(t) ≡ x∗ and further factorizes the characteristic

1Although the coupled system may have other equilibria (this
is for instance the case for Lorenz systems), we restrict in this
analysis to the synchronized equilibria as we are in the first
place interested in studying synchronization phenomena.
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function of (14). It follows from this observation

that the zeros of

f1(λ; k, τ) = det(λI−A+kBCT −kBCT e−λτ )

describe the dynamics of the linearization of

the ”nominal” system (11), while the zeros of

f2(λ; k, τ),. . ., fp(λ; k, τ) describe the behavior

of the synchronization error dynamics.

b) Nullspaces and behavior on the onset of

instability: We consider the null spaces of (16)

corresponding to a characteristic root. For reasons

of simplicity we restrict ourselves to the generic

case where all the eigenvalues of G are simple. Let

Ei be the eigenvector of G corresponding to the

eigenvalue λi(G), i = 1, . . . , p. By Corollary 1.3,

we have E1 = [1 1 · · · 1]T .

If for some l ∈ {1, . . . , p}, the equation

fl(λ; k, τ) = 0

has a zero at λ = λ̂ with multiplicity m such that

Fl(λ̂; k, τ) V = V J, V ∈ Cn×m, J ∈ Cm×m,
(18)

where J a Jordan matrix with zero diagonal ele-

ments, i.e. a block diagonal matrix whose diagonal

blocks have the form








0 1
. . .

. . .

0 1
0









,

then it can be shown by inspection that

F (λ̂; k, τ) (El ⊗ V ) = (El ⊗ V )J. (19)

This implies that if we decompose V =
diag(V1, . . . , Vr) with Vi ∈ R

γi×γi a Jordan block

for 1 ≤ i ≤ r, then the corresponding solution of

(15) can be written in the form






ν1(t)
...

νp(t)






= El⊗V R(t)eλ̂t =







el,1V R(t)
...

el,pV R(t)






eλ̂t,

(20)

where El = [el,1 · · · el,p]
T and

R(t) =
[

c1,1 c1,2t · · · c1,γ1t
γ1−1 · · ·

cr,1 cr,2t · · · cr,γr
tγr−1

]T
,

with the constants ci,j , 1 ≤ i ≤ r, 1 ≤ j ≤ γi

depending on the initial conditions.

From (19) and (20) the following can be con-

cluded:

• for a mode corresponding to a zero of

fl(λ; k, τ), the relation between the different

components of the state of an individual sub-

system is determined by the (generalized) null

space of Fl, while the relation between the

corresponding states of the different subsys-

tems is solely determined by the eigenvector

El corresponding to the l-th eigenvalue of

the adjacency matrix G. This implies that

all modes can classified in at most p types,

based on the relations between the behav-

ior of different subsystem. By the argument

spelled out in Remark 3.1 the type induced

by E1 corresponds to the nominal behavior

of one subsystem, while the types induced by

E2, . . . , Ep, correspond to the synchroniza-

tion error dynamics.

• the modes induced by the zeros of f1(λ; k, τ)
all correspond to synchronized behavior of

the different subsystems because E1 =
[1 · · · 1]T . By Corollary 1.3, the occurrence

of these modes is independent of the topol-

ogy of the graph (recall that we adopted the

convention λ1(G) = 1).

B. Computation of stability regions in the delay

parameter

Let Q(λ; k) and P (λ; k) be coprime polyno-

mials satisfying

P (λ; k)

Q(λ; k)
= kCT (λI − A + kBCT )−1B.

For a fixed value of k the following two proposi-

tions allow to compute stability / instability regions

of (15) in the delay parameter space:

Proposition 3.2: For every i ∈ {1, . . . , p} we

have

fi(0; k, 0) = 0 ⇔ fi(0; k, τ) = 0,∀τ ≥ 0.
Proposition 3.3: The equation

fi(λ; k, τ) = 0, i ∈ {1, . . . , p}, (21)

has a root jω, ω > 0, for some value of τ if and

only if

hi(ω; k) = 0, (22)

where

hi(ω; k) = |Q(jω; k)|2 − |P (jω; k)|2 |λi(G)|2.
(23)

Furthermore, for any ω satisfying (22) the set of

corresponding delay values is given by2

T
(i)

ω =
{

1
ω

[

∠

(

P (jω)λi(G)
Q(jω)

)

+ 2πl
]

,

l = 0, 1, . . . } .
(24)

If h′

i(ω; k) > 0 (< 0), then increasing the delay

leads to a root crossing the imaginary axis towards

instability (stability).

Proof. The proposition is a generalization of

Theorem 11.9 of [6]. ¤

2We adopt the convention ∠(·) ∈ [0, 2π).
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C. Asymptotic behavior of coupled Lorenz systems

for large gain values

We look at the stability regions in the (k, τ)
parameter space for large values of the gain k, for

the specific case where the subsystems are Lorenz

systems (2), linearized around one of the nontrivial

equilibria (4). For the standard parameters (3) this

allows us to make assertions about stability regions,

stability switches and emerging behavior, which do

not depend on the network topology, as we shall

see.

If we linearize (2) and (6) around the synchro-

nized equilibrium

(x∗, . . . , x∗),

x∗ = (±
√

b(r − 1),±
√

b(r − 1), r − 1),
(25)

then we obtain (15), where

A =

[

−σ σ 0

r − (r − 1) −1 ∓
√

b(r − 1)

±
√

b(r − 1) ±
√

b(r − 1) −b

]

,

BT = CT =
[

1 0 0
]

.
(26)

It is easy to show that the stability of (15) does

not depend on which equilibrium x∗ in (25) is

considered and we will choose the one in the

positive octant in what follows.

Lemma 3.4: For large values of k the zeros of

the functions fi(λ; k, 0), i = 2, . . . , p, are in the

open left half plane. Furthermore, the system (15)

with τ = 0 has exactly two characteristic roots in

the closed right half plane, which are equal to the

unstable eigenvalues of A.

Lemma 3.5: Assume that |λi| < 1. Then for

large values of k the zeros of the function

fi(λ; k, τ) are in the open left half plane for all

values of the delay parameter.

The next result is a refinement of Proposition 3.3

for coupled Lorenz systems:

Lemma 3.6: Assume that |λi| = 1. The equation

fi(λ; k, τ) = 0 (27)

has a root jω, ω > 0, for some value of τ if and

only if

−
1

2k
= ℜ(T (ω)) (28)

where

T (ω) =
−ω2+(b+1)jω+br

−jω3−(b+1+σ)ω2+(br+bσ)jω+2σbr−2σb
.

(29)

Furthermore, for any ω satisfying (28) the set of

corresponding delay values is given by

T
(i)

ω =
{

1
ω

[

∠

(

λi(G)
1+(kT (ω))−1

)

+ 2πl
]

,

l = 0, 1, . . . } .
(30)

Let us now apply the above results taking into

account the parameter values (3). By Lemmas 3.4-

3.5 the functions fi(λ, k, τ) where |λi(G)| <

−1.5 −1 −0.5 0
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

ℜ(T(ω))

ℑ
(T

(ω
))

ℜ(λ)=−1/(2k)

ω=ω
2

ω=ω
1

Fig. 1. The Nyquist plot of the function (29) for the parameter
values (3).

1 have their zeros in the left half plane for all

values of τ if k is sufficiently large. So all stabil-

ity switches are due to the functions fi(λ; k, τ)
such that |λi| = 1 and can be computed from

Lemma 3.6. In Figure 1 the Nyquist plot of the

function (29) is shown. For large values of k there

are two distinct values of ω satisfying (28), which

we refer to as ω1(k) > ω2(k). We have

ω̄1 := limk→∞ ω1(k) = 10.8148,
ω̄2 := limk→∞ ω2(k) = 9.5879,

(31)

T (ω̄1) = −0.2503j, T (ω̄2) = 0.1914j. (32)

From (30) and (31)-(32) it follows that for suffi-

ciently large k the first stability switch is given by

τ∗(k) :=
1

ω2(k)
∠

(

1

1 + 1
kT (ω2(k))

)

=
α(k)

k
,

where

α(k) =
k

ω2(k)
atan

(

1

kℑ(T (ω2(k)))

)

.

Furthermore, by the crossing direction character-

ization of Proposition 3.3 this switch is towards

stability (since ω2 < ω1) and results in an asymp-

totically stabile systems by Lemma 3.4. As this

switch is due to a zero of f1(λ; k, τ) it is inde-

pendent of the network topology and the emanating

solutions have the form
[

y1(t) · · · yp(t)
]

=
[

V · · · V
]

ejωt,

where F1(jω; k, τ)V = 0, i.e. synchronization is

preserved in the emanating solutions. Given that

lim
k→∞

α(k) = (ω̄2ℑ(T (ω̄2)))
−1

= 5.4481

the obtained results can be summarized as follows:

Theorem 3.7: Consider a network of coupled

Lorenz systems with parameters (3).

There exists a number k̂ > 0 and a function

τ∗ : [k̂, ∞] → R+, k 7→ τ∗(k), (33)

satisfying the following properties:
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1) there is a constant k̃ > k̂ such that for

every k > k̃, the synchronized equilibrium

has two characteristic roots in the open right

half plane for τ ∈ [0, τ∗], while it is

asymptotically stable for τ ∈ (τ∗, τ∗ + ǫ)
with ǫ sufficiently small;

2) at τ = τ∗ a synchronization preserving Hopf

bifurcation occurs;

3) for all k ∈ [k̂, ∞] we can factor

τ∗(k) =
α(k)

k
,

where

lim
k→∞

α(k) = 5.4481.

Furthermore, the number k̂ and the function (33)

are independent of the number of subsystems and

of the network topology.

IV. EXAMPLES

Ring topology, unidirectional coupling: We

consider a ring topology with unidirectional cou-

pling, described by the adjacency matrix

G =











0 · · · 0 1
1 0

. . .
. . .

1 0











∈ R
p×p, (34)

which has the following properties:

λl(G) = e−j
2π(l−1)

p , El =













1

e−j
2π(l−1)

p

...

e−j
2π(p−1)(l−1)

p













for l = 1, . . . , p. If (18) is satisfied for λ̂ =
jω, ω > 0, then the emanating solution (20)

becomes





ν1(t)
...

νp(t)



 =











V R(t) ejωt

V R(t) e
jωt−

2π(l−1)
p

...

V R(t) e
jωt−

2(p−1)π(l−1)
p











. (35)

It can be interpreted as a traveling wave solution,

where the agents follow each with a phase shift

of 360(l − 1)/p degrees. Therefore, if V ∈ C
p×1

and the characteristic root on the imaginary axis

corresponds to a Hopf bifurcation of (1) and (6) for

a critical value of some parameter, we refer to this

bifurcation as a ”Hopf 360(l − 1)/p” bifurcation.

With the individual agents taken as Lorenz sys-

tems (2) with parameters (3) and with p = 4
and p = 12 we have used Propositions 3.2-3.3 to

compute stability regions in the delay parameter

space of the synchronized equilibria (25). The

results are displayed in Figure 2. The Hopf 0
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Fig. 2. Stability regions of the synchronized equilibrium (25) of
Lorenz systems (2)-(3) coupled in a ring configuration described
by (34), for p = 4 (above) and p = 8 (below). The numbers
refer to the number of characteristic roots in the closed right
half plane.

bifurcation curves are independent of the number

of subsystems, because they are induced by the

zeros of f1(λ; k, τ). The first one corresponds to

the function (33). By Theorem 3.7 the quantities

indicated in red on the figure are independent of

the number of agents and of the network topology.

Ring topology, bidirectional coupling: A ring

topology with bidirectional coupling between the

agents is described by the matrix

G =
1

2











0 1 1
1 0 1

. . .
. . .

. . .

1 1 0











∈ R
p×p, (36)

satisfying

λl(G) = cos

(

2π

p
(l − 1)

)

, l = 1, . . . , q,

where q = (p+2)/2 is p is even and q = (p+1)/2
if p is odd. All eigenvalues have multiplicity two,
excepting λ1(G) = 1 and, if p is even, λ p+2

2
(G).

The corresponding eigenvectors are

[

cos
(

2π(l−1).(p−1)
p

)

· · · cos
(

2π(l−1).1
p

)

1
]T
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and
[

sin
(

2π(l−1).(p−1)
p

)

· · · sin
(

2π(l−1).1
p

)

0
]T

.

Note that if all subsystems are Lorenz systems

described by (2)-(3) then for large values of k
the stability switches are only associated with the

eigenvalues ±1 and corresponding eigenvectors

[1 ±1 1 ±1 ]T (see Lemma 3.5) and result in either

synchronized motion or standing waves. This is due

to the bidirectional coupling and in contrast to the

case of unidirectional coupling addressed above,

where traveling wave solutions naturally appear.

Finally, in all the examples synchronized chaotic

behavior was observed for large k and with τ <
τ∗(k) sufficiently small. This is totally in agree-

ment with the type of bifurcation at τ = τ∗.

V. DISCUSSION AND CONCLUDING REMARKS

We studied the synchronization of coupled non-

linear oscillators with delay in the coupling, (1)

and (6), with the emphasis on coupled Lorenz

systems. First, the state transformation to (8) led

us to necessary conditions on the network topology

for the existence of synchronized solutions.

Next we performed a stability analysis of syn-

chronized equilibria in a (gain, delay) parameter

space. Instrumental to this study we employed a

factorization of the characteristic equation separat-

ing the nominal behavior and the synchronization

error dynamics, and we revealed the precise role

of the eigenvalues and the eigenvectors of the

adjacency matrix of the graph on the behavior

of the solutions. The latter allowed us to classify

the modes of the system, as well as the Hopf

bifurcation curves and the emerging behavior on

the onset of instability. As a result of this analysis

for the case of coupled Lorenz systems we proved

that for sufficiently large gain values, there always

exists a stability interval in the delay parameter

space that does not contain the zero delay value.

Furthermore, this behavior is generic because both

the critical delay value, τ∗(k), and the type of

corresponding bifurcation (a synchronization pre-

serving Hopf bifurcation, in the sense that if the

delay is reduced beyond the critical value the equi-

librium becomes locally unstable without loosing

the synchronization) do not depend on the network

topology and the number of agents.

The presence of the synchronization preserving

Hopf bifurcation at τ = τ∗(k), the fact that for

large values of k the functions fi(λ; k, τ), 2 ≤ i ≤
p, that describe the synchronization error around

the equilibrium, have all zeros in the open left

half plane for all τ ∈ [0, τ∗(k) + ǫ(k)) with

ǫ(k) > 0, and the observed synchronized behavior

in our experiments for all τ ∈ [0, τ∗(k)] (chaotic

for sufficiently small delay values), suggest that for

every τ ∈ [0, τ∗] all solutions are attracted to a

bounded forward invariant set and that for x1(t)
residing within this set the ’time-varying’ systems

(13)-(14) remain uniformly asymptotically stable.

Lemma 3.5 further suggest that the stability of

(13)-(14) is delay-independent if |λi(G)| < 1.

If the agents are not completely identical, then

in general (perfectly) synchronized solutions do

not exist (this can be seen from (8) where terms

related to the deviations would appear in the right-

hand side). Though the analysis in the paper has

been performed step-by-step using a particular de-

composition or factorization, holding for identical

agents only, the final results for the coupled system

(presence of a synchronized steady state solution,

its stability regions and Hopf bifurcation curves in

the (k, τ) plane, the structure of the eigenfunctions

corresponding to the Hopf bifurcations) will be

slightly perturbed only if the differences between

the agents are sufficiently small. This means that

Theorem 3.7 remains approximately valid in that

for large k and particular values of τ there exists an

almost synchronized equilibrium, which is stable

but looses stability beyond τ ≈ τ∗, while main-

taining the solutions close to being synchronized. It

could be an indication that for τ sufficiently small,

the synchronization error dynamics exhibits to an

attractor whose size can be made arbitrarily small

by reducing the difference between the agents.
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