
Model reduction by moment matching for nonlinear systems

Alessandro Astolfi

Abstract— The problem of model reduction by moment
matching for nonlinear systems is addressed and solved using
the recently introduced notion of moment for nonlinear systems.
It is shown that reduced order models can be parameterized by
a free mapping which, in turn, can be used so that the model
possesses specific properties, e.g. it has an asymptotically stable
equilibrium or given relative degree, it is minimum phase, it
is passive. In addition, a nonlinear enhancement of the notion
of Markov parameters is provided. The theory is illustrated by
means of simple examples.

I. INTRODUCTION

The model reduction problem for linear and nonlinear

systems has been widely studied over the past decades.

This problem has great importance in applications, because

reduced order models are often used in analysis and design.

This is the case, for example, in the study of mechanical

systems, which is often based on models derived from a rigid

body perspective that neglects the presence of flexible modes

and elasticity; in the study of large scale systems, such as

integrated circuits or weather forecast models, which relies

upon the construction of simplified models that capture the

main features of the system. From a theoretical point of view

the model reduction problem generates important theoretical

questions and requires advanced mathematical tools.

The model reduction problem can be simply, and infor-

mally, posed as follows. Given a system, described by means

of (linear or nonlinear) differential equations together with an

output map, compute a simpler system which approximates

(in a sense to be specified) its behaviour.

There are several ways in which to make precise this

problem formulation. To begin with, one could introduce

an approximation error given in terms of the (steady-state)

response, if it exists, of the system for classes of input

signals. Moment matching methods, see e.g. [2] for the linear

case and the recent paper [5] for the nonlinear case, belong

to this class. Alternatively, approximation errors expressed in

terms of the H2 or H∞ norm of the error system have been

considered, see [16], [13], [3], [21]. Finally, approximation

errors based on the Hankel operator of the system have been

widely considered, see [11], [20], [22], [10], [17].

The concept of simplicity is understood, for linear systems,

in terms of the dimension of the system, i.e. an approx-

imating system is simpler than the model to approximate

if its state-space realization has fewer states. For nonlinear

systems this dimensional argument may be inappropriate, as

one has to take into consideration also the complexity of

the functions involved in the state-space representation. In
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addition, there are other important issues worth investigating.

In particular, one may require that some specific property of

the system to be approximated is retained by the reduced

order model.

Goal of this work is to show that, exploiting the results

in [5], it is possible to construct reduced order models

with specific properties, thus partly providing a nonlinear

counterpart to the results in [6].

Notation. Throughout the paper we use standard notation.

IR, IRn and IRn×m denote the set of real numbers, of n-

dimensional vectors with real components, and of n × m-

dimensional matrices with real entries, respectively. IR+

(IR−) denotes the set of non-negative (non-positive) real

numbers, IC− denotes the set of complex numbers with

negative real part.

II. THE NOTION OF MOMENT

In this section we recall some of the results in [5].

Consider a nonlinear, single-input, single-output, continuous-

time system described by equations of the form

ẋ = f(x, u),
y = h(x),

(1)

with x(t) ∈ IRn, u(t) ∈ IR, y(t) ∈ IR and f(·, ·) and

h(·) smooth mappings, a signal generator described by the

equations
ω̇ = s(ω),
θ = l(ω),

(2)

with ω(t) ∈ IRκ, θ(t) ∈ IR and s(·) and l(·) smooth

mappings, and the interconnected system

ω̇ = s(ω),
ẋ = f(x, l(ω)),
y = h(x).

(3)

Suppose, in addition, that f(0, 0) = 0, s(0) = 0, l(0) = 0
and h(0) = 0. The signal generator captures the requirement

that one is interested in studying the behaviour of system (1)

only in specific circumstances. However, for this to make

sense and to provide a generalization of the notion of

moment, we need the following assumptions and definitions.

Assumption 1: There is a unique mapping π(·), locally1

defined in a neighborhood of ω = 0, which solves the partial

differential equation

f(π(ω), l(ω)) =
∂π

∂ω
s(ω). (4)

Assumption 1 implies that the interconnected system (3)

possesses an invariant manifold, described by the equation

1All statements are local, although global versions can be easily given.
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x = π(ω). The (well-defined) dynamics of the system

restricted to the invariant manifold are described by ω̇ =
s(ω), i.e. are a copy of the dynamics of the signal generator

(2).

Assumption 2: The signal generator (2) is observable, i.e.

for any pair of initial conditions ωa(0) and ωb(0), such

that ωa(0) 6= ωb(0), the corresponding output trajectories

l(ωa(t)) and l(ωb(t)) are such that l(ωa(t))− l(ωb(t))) 6≡ 0.

Definition 1: Consider the system (1) and the signal gen-

erator (2). Suppose Assumptions 1 and 2 hold. The function

h(π(ω)), with π(ω) solution of equation (4), is the moment

of system (1) at s(ω).

Definition 2: Consider the system (1) and the signal gen-

erator (2). Suppose Assumption 1 holds. Let the signal

generator (2) be such that s(ω) = 0 and l(ω) = ω. Then the

function h(π(ω)) is the 0-moment of system (1) at s⋆ = 0.

We are now ready to recall one of the main results of [5].

Theorem 1: Consider system (1) and the signal generator

(2). Assume Assumption 2 holds. Assume the zero equilib-

rium of the system ẋ = f(x, 0) is locally exponentially stable

and system (2) is Poisson stable2. Assume ω(0) 6= 0.

Then Assumption 1 holds and the moment of system (1) at

s(ω) is in one-to-one relation with the (locally well-defined)

steady-state response of the output of the interconnected

system (3).

Remark 1: If the equilibrium x = 0 of system ẋ = f(x, 0)
is unstable, it is still possible to define the moment of

system (1) at s(ω), provided the equilibrium x = 0 is

hyperbolic and the system (2) is Poisson stable, although

it is not possible to establish a relation with the steady-state

response of the interconnected system (3).

Remark 2: While for linear systems it is possible to define

moments for linear signal generators yielding unbounded

trajectories, this may be difficult, or impossible, for nonlinear

systems.

Example 1: Consider a linear system described by equa-

tions of the form

ẋ = Ax+Bu,
y = Cx,

(5)

with x(t) ∈ IRn, n > 3, u(t) ∈ IR, y(t) ∈ IR and the

nonlinear signal generator (2) with ω = [ω1, ω2, ω3]
′,

s(ω) =















I2 − I3
I1

ω2ω3

I3 − I1
I2

ω3ω1

I1 − I2
I3

ω1ω2















, (6)

with I1 > 0, I2 > 0, I3 > 0, Ii 6= Ij , for i 6= j, and

l(ω) = Lω =
[

L1 L2 L3

]

ω,

2See [14, Chapter 8] for the definition of Poisson stability.

with L1L2L3 6= 0. This signal generator, which describes

the evolution of the angular velocities of a free rigid body

in space, is Poisson stable and, under the stated assumption

on L, observable [18], [4].

Suppose system (5) is asymptotically stable. The moment

of system (5) at s(ω) can be computed as follows. Let

π(ω) =
∑

i≥1

πi(ω),

with

πi(ω) =







π1
i (ω)

...

πn
i (ω)







and πj
i (ω) a homogeneous polynomial of degree i in ω. Then

equation (4) yields

π1(ω) = −A−1BLω, πi(ω) = −A−iBL
di−1ω

dti−1
, · · · .

Hence, the moment of system (5) at s(ω) is given by

Cπ(ω) = −CA−1

(

BLω + · · · +A−i+1BL
di−1ω

dti−1
· · ·

)

,

which is a polynomial series in ω.

III. THE MARKOV PARAMETERS OF A NONLINEAR

SYSTEM

In this section we provide a nonlinear counterpart of the

notion of moment at s = ∞ of a linear system. Note that,

since for linear systems this notion is associated with the

impulse response, it is not possible to use the results in

Section II, or in [5].

For a linear system, described by the equations (5), the

k-moments at s = ∞ are defined as ηk(∞) = CAkB, i.e.

the first k+1 moments at s = ∞ coincide with the first k+1
Markov parameters [2]. To obtain a nonlinear counterpart of

this notion recall that3

CAkB =
dk

dtk
(CeAtB)

∣

∣

∣

∣

t=0

= y
(k)
I (0) = y

(k)
F,B(0),

where yI(·) denotes the impulse response of the system and

yF,B(·) denotes the free output response from x(0) = B.

Consider now a nonlinear affine system4 described by

equations of the form

ẋ = f(x) + g(x)u,
y = h(x),

(7)

3In this section we use the notation y(i)(t) to denote the i-th order
time derivative of y(·) at time t. Moreover, time derivatives at t = 0 are
computed at t = 0+.

4We focus on affine systems, since for non-affine systems the impulse
response, and its derivatives, may not be well-defined. To illustrate this
statement consider the system ẋ = u2, y = x, with x(t) ∈ IR, u(t) ∈ IR
and y(t) ∈ IR. Setting u(t) = δ0(t), where δ0(t) denotes the Dirac δ-
function, and integrating, yields

yI(t) =

∫ t

0
δ20(τ)dτ = δ0(0).

See [7, Chapter 10], and references therein, for an in-depth discussion on
the above issue.
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with x(t) ∈ IRn, u(t) ∈ IR, y(t) ∈ IR and f(·), g(·) and

h(·) smooth mappings. Integrating the first of equations (7),

with x(0) = 0 and u(t) = δ0(t), evaluating for t = 0, and

substituting in the second equation yields yI(0) = y0
I (0) =

h(g(0)) and5 y
(k)
I (0) = Lk

fh◦g(0), for k ≥ 0. It is therefore

natural to define the k-moment at s = ∞, for k ≥ 0, of

the nonlinear system (7) as ηk(∞) = y
(k)
I (0). Note finally

that, for the considered class of nonlinear systems, y
(k)
I (0) =

y
(k)
F,g(0)(0), where yF,g(0)(t) denotes the free output response

of the system from x(0) = g(0).

These considerations allow to derive a reduced order

model which matches the 0, · · · , k − 1 moments at s = ∞
of system (7). For, consider a linear system described by

equations of the form (5), with x(t) ∈ IRk, and A, B and C

such that CAiB = y
(i)
I (0), for i = 0, · · · , k − 1. (Note that

the matrices A, B and C can be computed using standard

realization algorithms, e.g. Ho-Kalman realization algorithm.

In addition, these matrices are not uniquely defined, hence

it is possible, for example, to assign the eigenvalues of the

reduced order model.) As a consequence of the discussion

above, the linear system thus constructed is a model of the

nonlinear system achieving moment matching at s = ∞.

Note that the computation of such a reduced order model

does not require the solution of any partial differential

equation, but simply regularity of the nonlinear system.

IV. MOMENT MATCHING

Analogously to the linear case, we now introduce the

notion of reduced order model and characterize the solution

of the model reduction problem by moment matching.

Definition 3: The system

ξ̇ = φ(ξ, u),
ψ = κ(ξ),

(8)

with ξ(t) ∈ IRν , is a model at s(ω) of system (1) if

system (8) has the same moment at s(ω) as (1). In this case,

system (8) is said to match the moment of system (1) at

s(ω). Furthermore, system (8) is a reduced order model of

system (1) if ν < n.

Lemma 1: Consider the system (1), the system (8) and

the signal generator (2). Suppose Assumptions 1 and 2 hold.

System (8) matches the moments of (1) at s(ω) if the

equation

φ(p(ω), l(ω)) =
∂p

∂ω
s(ω) (9)

has a unique solution p(·) such that

h(π(ω)) = κ(p(ω)), (10)

where π(·) is the (unique) solution of equation (4).

5Lfh(·) denotes the Lie derivative of the smooth function h(·) along the
smooth vector field f(·), as defined in [14, Chapter 1].

V. MODEL REDUCTION BY MOMENT MATCHING

To construct a reduced order model it is necessary to deter-

mine mappings φ(·, ·), κ(·) and p(·) such that equations (9)

and (10) hold, where π(·) is the solution of equation (4). To

solve this problem we make the following assumption.

Assumption 3: There exists mappings κ(·) and p(·) such

that k(0) = 0, p(0) = 0, p(·) is locally C1, equation (10)

holds and

det
∂p(ω)

∂ω
(0) 6= 0,

i.e. the mapping p(·) possesses a local inverse p−1(·).

Remark 3: Assumption 3 holds selecting p(ω) = ω and

k(ω) = h(π(ω)).
A direct computation shows that a family of reduced

order models, all achieving moment matching, provided

equation (9) has a unique solution p(ω), is described by

ξ̇ = φ(ξ) +
∂p(ω)

∂ω
δ(ξ)u,

ψ = κ(ξ),

where κ(·) and p(·) are such that Assumption 3 holds, δ(ξ) =
δ̃(p−1(ξ)), where δ̃(·) is a free mapping, and

φ(ξ) =

[

∂p(ω)

∂ω

(

s(ω) − δ(p(ω))l(ω)

)]

ω=p−1(ξ)

.

In particular, selecting p(ω) = ω yields a family of reduced

order models described by

ξ̇ = s(ξ) − δ(ξ)l(ξ) + δ(ξ)u,

ψ = h(π(ξ)),
(11)

where δ(·) is any mapping such that the equation

s(p(ω)) − δ(p(ω))l(p(ω)) + δ(p(ω))l(ω) =
∂p

∂ω
s(ω) (12)

has the unique solution p(ω) = ω.

Similarly to what discussed for the linear case in [6],

it is possible to use the parameter δ(·) to achieve specific

properties of the reduced order model. In what follows, we

implicitly assume that the δ(·) achieving a specific property

is such that equation (12) has a unique solution.

Note that, in the nonlinear case, it is not possible to obtain

the simple characterizations given in [6] and to address and

solve the same problems. On the contrary, there are problems

that are interesting only in the nonlinear framework.

A. Matching with asymptotic stability

Consider the problem of achieving model reduction by

moment matching with a reduced order model, described

by equations of the form (11), such that the model has

an asymptotically stable equilibrium. Such a reduced order

model can be constructed selecting, if possible, the free

mapping δ(·) such that the zero equilibrium of the system

(recall that s(0) = 0 and l(0) = 0)

ξ̇ = s(ξ) − δ(ξ)l(ξ)
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is locally asymptotically stable. This is possible, for example,

if the pair
(

∂l(ξ)

∂ξ
(0),

∂s(ξ)

∂ξ
(0)

)

is observable, or detectable. Note, however, that this is not

necessary.

B. Matching with prescribed relative degree

Consider the problem of selecting the mapping δ(·) in

system (11) such that the reduced model has a given relative

degree r ∈ [1, ν] at some point ξ0. For such a problem the

following fact holds.

Theorem 2: Consider the following statements.

(RD1) For all r ∈ [1, ν] there exists a δ(·) such that system

(11) has relative degree r at ξ0.

(RD2) The codistribution

dOν = span{dh(π(ξ)), · · · , dLν−1
s h(π(ξ))}

has dimension ν at ξ0.

(RD3) The system (11) is locally observable at ξ0.

(RD4) The system (3) is locally observable at ξ0.

Then (RD1)⇔(RD2)⇒(RD3) ⇐(RD4).

Remark 4: Note that although the implication

(RD3)⇒(RD2) does not hold in general, (RD3) implies that

the codistribution dOν has dimension ν for all ξ in an open

and dense set around ξ0 (see [18, Corollary 3.35]).

C. Matching with prescribed zero dynamics

Consider the problem of selecting the mapping δ(·) in

system (11) such that the reduced model has zero dynamics

with specific properties. To simplify the study of this problem

we assume that condition (RD2) holds, which allows to

obtain a special form for system (11).

Lemma 2: Consider system (11). Assume condition

(RD2) holds. Then there exists a coordinates transformation

χ = Ξ(ξ), locally defined around ξ0, such that, in the new

coordinates, system (11) is described by equations of the

form
χ̇1 = χ2 + δ̃1(χ)(v − l̃(χ)),

χ̇2 = χ3 + δ̃2(χ)(v − l̃(χ)),
...

χ̇ν = f̃(χ) + δ̃ν(χ)(v − l̃(χ))
ψ = χ1,

where [δ̃1(χ), · · · , δ̃ν(χ)]′ = δ(Ξ−1(χ)), l̃(χ) = l(Ξ−1(χ)),
and f̃(χ) = Lν

sh(π(Ξ−1(χ))).

As a consequence of the result established in Lemma 2

we have the following statement.

Proposition 1: Consider system (11). Assume condition

(RD2) holds and ξ0 is an equilibrium of system (11). Then,

for all r ∈ [1, ν − 1], there is a δ(·) such that system (11)

has relative degree r and its zero dynamics have a locally

exponentially stable equilibrium. In addition, there is a

coordinates transformation, locally defined around ξ0, such

that, in the new coordinates, the zero dynamics of system

(11) are described by equations of the form

ż1 = z2 + δ̂1(z)z1,

ż2 = z3 + δ̂2(z)z1,
...

żν−r = f̂ν−r(z) + δ̂ν−r(z)z1,

where the δ̂i(·) are free functions and

f̂(z) = f̃(χ)

∣

∣

∣

∣

χ=[0,··· ,0,z1,··· ,zν−r]′
.

D. Matching with a passivity constraints

Consider now the problem of selecting the mapping δ(·)
such that system (11) is lossless or passive. For such a

problem the following fact holds.

Theorem 3: Consider the following statements.

(P1) The family of reduced order models (11) contains,

locally around ξ0, a lossless (passive, respectively)

system with a differentiable storage function.

(P2) There exists a differentiable function V (·), locally

positive definite around ξ0, such that

Vξs(ξ) = h(π(ξ)), (Vξs(ξ) ≤ h(π(ξ)), respectively),
(13)

locally around ξ0.

(P3) There exists a differentiable function V (·), locally

positive definite around ξ0, such that equation (13)

holds and

Vξξ(ξ0) > 0. (14)

Then (P1)⇒(P2), (P3)⇒(P2), and (P3)⇒(P1).

E. Matching for linear systems at s(ω)

In this section we consider the model reduction problem

for linear systems at s(ω), i.e. we consider the case in

which the signal generator is a nonlinear system. For such a

problem, under suitable assumptions, it is possible to obtain

in an explicit way a formal description of reduced order

models, as detailed in the following statement.

Proposition 2: Consider the linear system (5), with x(t) ∈
IRn and σ(A) ⊂ IC−. Consider the signal generator (2), with

ω(t) ∈ IRν , n > ν and l(ω) = Lω. Assume that the signal

generator is Poisson stable and that s(·) can be expressed,

locally around ω = 0, as a formal power series, i.e.

s(ω) =
∑

i≥1

s[i](ω),

where s[i](·) denotes a polynomial vector field which is

homogeneous of degree i. Suppose in addition that s[1](ω) =
0.

Then a family of reduced order models achieving moment

matching at s(ω) is described by the equations

ξ̇ = s(ξ) − δ(ξ)Lξ + δ(ξ)u,
ψ = Cπ(ξ),
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with δ(·) a free mapping and

π(ξ) =
∑

i≥1

π[i](ξ), (15)

where π[1](ξ) = −A−1BLξ and

π[k](ξ) = A−1
k−1
∑

i=1

∂π[i](ξ)

∂ξ
s[k−i+1](ξ), (16)

for k ≥ 2.

Example 2 (Example 1 continued): Exploiting the results

in Proposition 2 and the discussion in Example 1, we infer

that a reduced order model for a linear asymptotically stable

system at the s(ω) in equation (6) is given by

ξ̇ = s(ξ) − δ(ξ)Lω + δ(ξ)u,

ψ = −CA−1
(

BLω + · · · +A−i+1BL di−1ω
dti−1 · · ·

)

.

Simulations have been run selecting I1 = 1, I2 = 2,

I3 = 3, L1 = 1, L2 = 1/2, L3 = 1/3 and δ(·) =
diag(1/I1, 1/I2, 1/I3)L

′, which yields a reduced order

model with a globally asymptotically stable equilibrium at

ξ = 0 (see [1] for a proof of this fact).

The linear system, that has to be reduced, is a randomly

selected asymptotically stable system of dimension 15. The

initial condition of the signal generator has been selected as

ω(0) = 1
5 [1 1 1]

′
.

The linear system and the reduced order model, both

driven by the signal generator, have been numerically in-

tegrated from zero initial conditions. Figure 1 displays the

output y(t) of the linear system when driven by the signal

generator, and the signals ψI(t), ψII(t) and ψIII(t), ob-

tained by truncating the formal power series defining ψ(t)
to the first, second and third order term, respectively. Note

that, in steady-state,

max(|y(t) − ψI(t)|) = 0.2765 >

max(|y(t) − ψII(t)|) = 0.1644 >

max(|y(t) − ψIII(t)|) = 0.0764,

which shows that the approximation error decreases by

adding terms in the formal power series defining the output

of the reduced order model.

F. Matching for nonlinear systems at Sω

In this section we consider the model reduction problem

for nonlinear systems at s(ω) = Sω, i.e. we consider the

case in which the signal generator is a linear system.

This problem is of particular interest since, exploiting the

discussion in Section V, we infer that the reduced order

models have a very simple description, i.e. a family of

reduced order models is given by the equations

ξ̇ = (S − δ(ξ)L)ξ + δ(ξ)u,
ψ = h(π(ω)),

where δ(·) is a free mapping. In particular, selecting δ(ξ) =
∆, for some constant matrix ∆, we have that the family of

reduced order models is described by a linear differential
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t (s)

Fig. 1. Time histories of the output of the driven linear system and of
the approximating outputs of the driven reduced order model: y(t) (solid),

ψI(t) (dotted), ψII(t) (dash-dotted) and ψIII (t) (dashed).

equation with a nonlinear output map. This structure has

two main advantages. The former is that the matrix ∆ can

be selected to achieve additional goals, such as to assign the

eigenvalues or the relative degree of the reduced order model

(provided additional assumptions on the output map holds).

The latter is that the computation of (an approximation of)

the reduced order model boils down to the computation of (an

approximation of) the output map h(π(ω)). This computation

can be carried out in the spirit of the results in [12, Section

4.2 and 4.3].

We complete this section discussing the model reduction

problem with 0-moment matching at s⋆ = 0, i.e. the model

reduction problem at s(ω) = 0. This problem can be solved,

under specific assumptions, without solving any partial dif-

ferential equation, as detailed in the following statement.

Proposition 3 (0-moment matching at s⋆ = 0): Consider

system (1) and the signal generator ω̇ = 0, θ = ω.

Assume the zero equilibrium of the system ẋ = f(x, 0)
is locally exponentially stable. Then the zero moment of

system (1) is (locally) well-defined and given by h(π(ω)),
with π(·) the unique solution of the algebraic equation

f(π(ω), ω) = 0. Finally, a reduced order model, for which

the zero equilibrium is locally asymptotically stable is given

by

ξ̇ = −δ(ξ)(ξ − u),
ψ = h(π(ξ)),

with δ(·) such that δ(0) > 0.

Example 3 (See [5]): The averaged model of the DC–to–

DC Ćuk converter is given by the equations [19]

L1
d

dt
i1 = −(1 − u) v2 +E,

C2
d

dt
v2 = (1 − u) i1 + u i3,

L3
d

dt
i3 = −u v2 − v4,

C4
d

dt
v4 = i3 −Gv4,

y = v4,

(17)

47th IEEE CDC, Cancun, Mexico, Dec. 9-11, 2008 ThB13.4

4877



where i1(t) ∈ IR+ and i3(t) ∈ IR− describe currents,

v2(t) ∈ IR+ and v4(t) ∈ IR− voltages, L1, C2, L3, C4, E
and G positive parameters and u(t) ∈ (0, 1) a continuous

control signal which represents the slew rate of a PWM

circuit used to control the switch position in the converter.

The 0-moment of the system at s⋆ = 0 is

h(π(ω)) =
ω

ω − 1
E,

and a locally asymptotically stable reduced order model

achieving moment matching at s⋆ = 0 is

ξ̇ = −δ(ξ)(ξ − u),

ψ = E
ξ

ξ − 1
,

(18)

with δ(0) > 0, which is well-defined if ξ 6= 1. This is

consistent with the fact that the 0-moment at s⋆ = 0 is

defined for ω 6= 1.

Simulations have been run to assess the properties of the

reduced order model. The parameters have been selected as

in [19], the input signal is piecewise constant, with jumps

every 0.05 seconds. The reduced order model is described

by equations (18), where the function δ(·) depends upon the

input signal u and it is equal to the real part of the slowest

eigenvalue of the system (17) (which is a linear system for

constant u).

Figure 2 displays the output y(t) of the averaged model

of the Ćuk converter and the output ψ(t) of the reduced

order model. The figure shows that the reduced order model

provides a good static approximation of the behaviour of

the system but does not capture its dynamic (under-damped)

behaviour. The dynamic behaviour can be captured construct-

ing a two dimensional model, which is (in the spirit of the

model (18)) a linear system with a nonlinear output map.

Since such a model is required to match only one moment,

it is possible to assign its eigenvalues at the location of the

dominant modes of system (17) with u fixed. The output

ψ2d(t) of this two dimensional reduced order model is also

displayed in Figure 2. Note that this signal may provide a

better approximation of y(t).
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Fig. 2. Time histories of the output of the averaged model of the Ćuk
converter and of the approximating outputs of the reduced order models:
y(t) (solid), ψ(t) (dotted), ψ2d(t) (dashed).

VI. SUMMARY

The recently developed notion of moment for nonlinear

systems has been exploited to derive reduced order models

achieving moment matching and with pre-specified proper-

ties. In addition, a nonlinear counterpart of the notion of

Markov parameters has been developed. The theory has been

illustrated by simple examples.
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